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Convection in porous media

Middleton et al., “ Visualizing brine 
channel development and convective 
processes during artificial sea-ice 
growth using Schlieren optical 
methods”. J. Glaciology (2016).

imposed experimental conditions, the timing of each stage of
the experiment, and the format of the results obtained.

An example image obtained using the traditional Schlieren
method is shown in Figure 5; a non-processed Schlieren image
(Fig. 5a) is shown with the equivalent processed image
(Fig. 5b) for comparison. The original cell temperature was
set to −1 °C and cooling initiated from the top of the cell at
a temperature of −20 °C. The top of the cell is ∼1 cm above
the observed field of view (FOV). In the original image,
brine rejection features are visible sinking from the ice layer.
By processing the image, these features become more
obvious and further details become evident, such as their in-
ternal structure. Particularly apparent is the difference in the
right-hand side of the FOV, where features that are not
clearly visible in the unprocessed image due to uneven light-
ing become visible in the processed image. Figure 6 andVideo
1 (supplementary material) show the evolution of the
dynamics as imaged with the traditional Schlieren technique.

With the addition of an extra light source, as detailed in
Section 2.3 (the adapted Schlieren technique), even more
details become apparent. As seen in Figure 7 and Video 2

Fig. 5. Traditional Schlieren images of brine rejection from a
growing ice layer. (a) Unprocessed image, ice is the dark area at
the top of the image. Brine rejection is visible due to areas of
differing luminosity, which outlines thin streamers sinking from the
ice/water interface into the underlying water layer. (b) Processed
image, normalized to a reference image (taken before cooling
began) and enhanced in post-processing. More details of the
streamers are visible. FOV is 9.5 cm × 12.5 cm.

Fig. 6. Time series of processed traditional Schlieren images during cooling and ice growth. The starting temperature of the cell was−1 °C, the
temperature imposed at the top of the cell was −20 °C. Ice is visible as the dark area at top of image, which increases in thickness over time.
Brine rejection features are visible under the ice layer, with short fingers (a) joined by longer streamers over time. The average distance
between the streamers increases with time. Multiple generations of streamers are visible in (e) and (f), with more dissipated streamers (i.e.
wider and less luminosity difference) followed by tighter streamers with higher luminosity differences. Highlighted features in (b–d) show
mushroom shaped heads of the streamers, as well as merging and tip splitting events. The images are normalized by subtracting a
reference image and the contrast enhanced in post-processing. FOV is 9.5 cm × 12.5 cm.

6 Middleton and others: Visualizing convective processes during artificial sea-ice growth
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Sea ice formation

Simmons et al., “Variable-
density groundwater flow 
and solute transport in 
heterogeneous porous media: 
approaches, resolutions and 
future challenges,” J. 
Contam. Hydrol. (2001). 

Molen et al., “Transport of 
solutes in soils and 
aquifers,” J. Hydrol. (1988). 

LeBlanc, Sewage plume in a 
sand and gravel aquifer, 
Cape Cod, Massachusetts 
(US Geological Survey, 
1984). 

Wells AJ, Hitchen JR, Parkinson JRG., «Mushy-
layer growth and convection, with application to 
sea ice» 2019 Phil. Trans. R. Soc. A 

Other applications11
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Figure 4. Two snapshots of simulated mushy-layer growth for an NaCl–H2O solution in a thin, quasi-two-dimensional Hele-
Shaw cell cooled from above with an isothermal impermeable upper boundary, laterally periodic boundary conditions and an
open basal boundary condition at z = H. See movie in the electronic supplementary material for the transient evolution. The
white–blue colour scale shows porosityχ in themushy layer, whilst the blue–yellow colour scale shows dimensionless salinity
Sl = (S − S∞)/(SE − S∞) in the liquid. Red contours are logarithmically spaced isotherms θ = log10(1 + j)/log10(11) for
j = 0, 1, . . . , 10, where the dimensionless temperature θ = (T − T∞)/(TE − TL(S∞)). The simulation parameter values
are C = 0.18, Rm = 320, Le= 100 and S = 5 with surface temperature T0 = TE, h= H used in the Rayleigh number,
and dimensionless permeability Π = χ 3 applied throughout the Hele-Shaw cell. The numerical computations employ the
enthalpy method described in [56] but implemented using a (nite volume scheme adapted from [57] applied on a uniform
computational grid of 10242 cells. Second-order di+erencing is used in space, with advection treated explicitly via a conservative
Godunov method and implicit time stepping of di+usive terms. A pressure-projection method is used to maintain divergence-
free velocities, and multigrid iteration used for the implicit solves (see [57] for further description of these numerical schemes).
(a) At time t = 0.19H2/κ convective saline plumes sink from the mushy region via a nearly periodic array of approximately
vertical brine channels dissolved in the mushy layer, with the corresponding heat and solute transport signi(cantly deforming
the mush–liquid interface. (b) At the later time t = 1.33H2/κ , the mushy layer has grown thicker and the pattern of
actively convecting brine channels coarsens with an increase in their mean spacing. Remnant inactive brine channels leave
a high-porosity residual in the mushy layer.

Some features observed in mushy-layer experiments remain to be theoretically reconciled.
Observed oscillatory modes of convection [22,24] are qualitatively consistent with linear stability
analyses, and have been compared to weakly nonlinear analysis in [38]. However, the conditions
for their occurrence and their impact on solute fluxes have yet to be reconciled in models
with finite-amplitude flow through brine channels. Channels can also show significant side
branching [27–29]. It is not clear whether such side branching can be explained by continuum
models of mushy layers, or might be inherited from the pore-scale microstructure.

(d) Outstanding challenges from geophysical observations of convection from sea ice and
biogeochemical transport

Observations of growing sea ice and its impact on the polar oceans also raise new questions. Of
key interest to oceanographers is the impact of brine rejection on upper ocean mixing. Salt fluxes
below sea ice have been estimated from ocean turbulence arrays mounted on thick ice (discussed
in [58]), but it remains challenging to capture ocean fluxes during the early stages of ice growth.
The net impact on water mass transformation is inferred from oceanographic measurements and
reanalyses (e.g. [59,60]). Some recent observations indicate salt fluxes following warming of the
ice in spring [61–63]. Scaling arguments and a one-dimensional parametrization of salt transfer
suggest that such desalination could be caused by full-depth convection during ice warming,
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Carbon Capture and Storage

MacMinn et al., Geophys. Res. Lett. (2013)

Impermeable layer

Impermeable layer

Supercritical CO2

Spreading of 
buoyant current

Sinking of CO2-rich solution 

Brine

Brine
Spreading of 

buoyant current

NOT TO SCALE

CO2 concentration

liquid
CO2

brine

CO2 injection point

g

no-flux

De Paoli, Phys. Fluids (2021)

≈103 m

≈10 m

≈10-2 m



Annual Report  
2022

The Research Council of Norway

De Paoli Marco, Multiscale modelling of convective mixing in confined porous media 9

1. Motivation
2. Reservoir-scale: multiphase gravity currents
3. Darcy-scale: simulations, experiments and finite-size effects
4. Pore-scale modelling and dispersion
5. Conclusions and outlook

Physics of Fluids ARTICLE scitation.org/journal/phf

previous studies in the instance of isotropic domains in absence
of dispersion.6,44,45 We consider a rectangular domain of exten-
sion 2L∗ and H∗ in the horizontal (x∗) and vertical (z∗) directions,
respectively (the superscript ∗ is used here to refer to dimensional
variables). This two-dimensional configuration is motivated by the
injection scenario consisting of a linear array of wells. The system
is sketched in Fig. 3, and due to symmetry, only the right part of
the domain (x∗ ≥ 0) is considered. Initially, the domain is saturated
with brine [yellow fluid in Fig. 3(a), density ρw and viscosity �w].
We assume that the system is homogeneous and characterized by
uniform porosity (ϕ) and anisotropic permeability (kv and kh in the
vertical and horizontal directions, respectively). At time t∗ = 0, a vol-
ume 2L∗0 ×H∗ of CO2 [black fluid in Fig. 3(a), density ρc and viscos-
ity �c] is injected in the central portion of the domain, characterized
by −L∗0 ≤ x∗ ≤ L∗0 and 0 ≤ z∗ ≤ H∗ [Fig. 3(a)].

We briefly derive here the one-dimensional large-scale model
adopted (see Refs. 46 and 47 for a detailed derivation of the equa-
tions). We assume that the domain is homogeneous, with constant
porosity ϕ and with the permeability field uniform and anisotropic,
i.e., the permeability tensor introduced in Eq. (2) is defined as

K = �kh 0
0 kv

�, (4)

with kh and kv permeability values in the horizontal and ver-
tical directions, respectively. We also consider the domain two-
dimensional and characterized by a small aspect ratio (H∗ � L∗).
In this configuration, we consider the fluids as three distinct regions

FIG. 3. Sketch of the flow configuration. (a) Initial condition: CO2 (black fluid,
ρc , �c) is injected and is initially surrounded by brine (yellow fluid, ρw , �w ). (b)
Buoyant current is defined by the layer height, h∗(x∗, t∗), and current nose,
x∗n (t∗), i.e., the maximum horizontal extension of the CO2 current. At the inter-
face between CO2 and brine, CO2 dissolves and a downward flux (q∗m) generates
a third current of heavy fluid (CO2 + brine, red fluid, ρm, �m). (c) When the currents
of CO2-rich mixture and brine are in contact, dissolution is inhibited (red interface).
The dissolution process continues along the portion of the interface between CO2
and brine (blue interface). CO2-rich current is described by its height, h∗m(x∗, t∗).

of uniform density and viscosity and the Darcy equation (2) applies
to each phase i,

u∗i = �u∗iw∗i � =
1
�i
K�−∇p∗i + ρig�, (5)

where i stands for c (CO2 phase), w (brine phase), and m (CO2+ brine phase). Since H∗ � L∗, the vertical velocity component w∗i
is negligible with respect to the horizontal one, u∗i , and the z com-
ponent of Eq. (5) suggests that the pressure p∗i (x∗, z∗, t∗) in each
phase is hydrostatic. When expressed as a function of the pressure
at the interface between the currents of CO2 and brine, p∗0 (x, t), the
pressure in each fluid phase reads

p∗c (x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρcg(H∗ − h∗ − z∗), (6)

p∗w(x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρwg(H∗ − h∗ − z∗), (7)

p∗m(x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρwgh∗m + ρmg(h∗m − z∗), (8)

with h∗i being the thickness of the currents, as indicated in Fig. 3. For
all locations x∗, the height of the fluid layer is obtained as the sum of
the thicknesses of each fluid phase,

h∗c (x∗, t∗) + h∗w(x∗, t∗) + h∗m(x∗, t∗) = H∗. (9)

Moreover, since the flow is assumed to be incompressible, volume
conservation is guaranteed along the domain,

� h∗m
0

u∗m dz +� h∗m+h∗w
h∗m

u∗b dz +� H∗

h∗m+h∗w u
∗
c dz = 0. (10)

On the other hand, one can write the local equation for the con-
servation of mass in the currents of CO2 and CO2 + brine mixture,
respectively,

ϕ
@h∗
@t∗ = − @

@x∗ ��
H∗

h∗m+h∗w u
∗
c dz� − q∗m, (11)

ϕ
@h∗m
@t∗ = − @

@x∗
�������

h∗m
0

u∗m dz
������ +

q∗m
Xv

, (12)

where we introduced the volume of CO2 dissolved in brine per unit
of CO2-brine interface and time, q∗m [m3�(m2s)]. We also used the
volume fraction of CO2 in the CO2 + brine mixture, Xv = ρmXm�ρc,
Xm being the correspondent mass fraction. As described in Sec. II,
the role of the current of the CO2 + brine mixture is crucial since
it can dramatically inhibit the dissolution of CO2 in brine, consid-
erably increasing the time required to achieve a complete dissolu-
tion. To account for the interaction of the current of heavy fluid
with the current of buoyant fluid, the dissolution rate q∗m is defined
locally so that there is no dissolution along the interface in which
the currents of CO2 and CO2 + brine are in contact, i.e., when
h∗(x) + h∗m(x) = H∗ [red interface in Fig. 3(c)], whereas the disso-
lution can take place with rate q∗m where the currents of brine and
CO2 are in contact [blue interface in Fig. 3(c)].

33, 016602-5Phys. Fluids 33, 016602 (2021); doi: 10.1063/5.0031632 
© Author(s) 2021
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Carbon Capture and Storage

MacMinn & Juanes., Geophys. Res. Lett. (2013)
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Reservoir properties
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Multiphase gravity currents with dissolution

De Paoli, Phys. Fluids. (2021)

Physics of Fluids ARTICLE scitation.org/journal/phf

i.e., obtained as the deposition of subsequent layers.11,12 As a result
of this formation process, the properties of the porous matrix in the
horizontal and vertical direction may differ, which makes the for-
mation behavior anisotropic. Finally, the effect of dispersion will be
analyzed: the presence of the rock grains produces a modification of
the local CO2 concentration gradients, and this effect will influence
the dissolution rate. We will use a large-scale model6,7 developed in
the context of isotropic and horizontally unconfined layers in the
absence of dispersion, and we will include additional physical effects
to investigate the role of the domain with the anisotropy and dis-
persion of the porous domain in the lifetime of a CO2 current. We
describe the evolution and dynamics of the currents in Sec. II. Prob-
lem formulation and governing equations are presented in Sec. III.
Finally, results and possible implications for carbon sequestration
are presented in Secs. IV and V, respectively.

II. DYNAMICS OF GRAVITY CURRENTS
We discuss here the process of mixing and dissolution at three

different flow scales, which are closely interconnected. The flow at
these scales, namely, large scale (Sec. II A), Darcy scale (Sec. II B),
and pore scale (Sec. II C), is controlled by buoyancy, solutal convec-
tion, and solute dispersion, respectively.

A. Large-scale dynamics and the effect of buoyancy
We consider a rectangular, porous domain confined by two

horizontal and impermeable layers. The system is represented in
Fig. 2. The domain is initially saturated with brine (yellow fluid), and
a volume of CO2 is injected (black fluid) in the center of the layer.
Due to symmetry, we only consider the right portion of the domain
[Fig. 2(a)]. The flow is initially driven by buoyancy, which is induced
by the large density contrast (≈ 500 kg/m3) between CO2 and brine.
This makes the CO2 to form a current that migrates to occupy the
upper portion of the layer [Fig. 2(b)].

The migration process is characterized by the dissolution of
CO2 at the interface between the layer of CO2 and pure brine, where
a heavier solution of CO2 + brine forms. The interface is there-
fore unstable, and small convective instabilities, labeled fingers, form
[Figs. 2(c)–2(e)]. Fingers promote the dissolution of CO2 in brine,
which is a highly desirable effect since it contributes to the per-
manent trapping of CO2. The presence of these structures has two
main effects on the flow: the volume of the CO2 current diminishes
and a second current of heavy mixture (CO2 + brine, red fluid in
Fig. 2) forms. This CO2 + brine current, defined by the portion of
the domain characterized by the high concentration of CO2 [region
delimited by red lines in Figs. 2(c)–2(g)], also has a strong influ-
ence on the dissolution process: when the interfacial region between
the two currents is saturated with CO2, dissolution is considerably
slowed down. This phenomenon, also labeled shutdown of convec-
tion,10,13,14 has been studied in detail via numerical simulations and
will be further discussed in Sec. II B.

The impact of domain saturation is remarkable, in particular on
the lifetime of the CO2 current.6 The dissolution rate will consider-
ably reduce, and the mixing process may almost arrest. In this stage,
the current of CO2 will continue to spread and the dynamics will be
again mainly controlled by buoyancy. Finally, for sufficiently long
times, the volume of CO2 initially injected will completely dissolve

FIG. 2. Process of carbon dioxide spreading and dissolution in geological forma-
tions. Time-dependent CO2 concentration distribution is shown. Time advances
from (a) to (h). Concentration fields obtained via numerical simulations (numerical
details are available in Refs.15 and 16). Boundaries of the CO2 + brine current
are also shown [red lines in (c)–(g)]. After contact of the two currents, dissolution
can only take place along the interface between CO2 and pure brine [blue lines in
(f) and (g)].

[Fig. 2(h)]. The time taken to achieve this condition is extremely
important since it can be used to quantify the efficiency of the trap-
pingmechanism in the specific configuration of the reservoir consid-
ered. We wish to remark here that the domain width can influence
the evolution of both the CO2 and the CO2 + brine currents. Indeed,
when the current of a heavy mixture reaches the domain boundaries
(x∗ = L∗) and cannot grow further horizontally, it grows vertically
and the portion of the interface effective for dissolution [blue line in
Figs. 2(f)–2(g)] reduces further.

This system has been modeled by MacMinn et al.6 in the
instance of unconfined and isotropic geological formations, in the
absence of dispersion. They observed that the growth of the heavy
fluid current can considerably slow down this dissolution mecha-
nism, reducing the efficiency of the solubility trapping. In this work,
we will use the samemodel to include additional physical effects, and
we will analyze the effect of porous medium properties on the evo-
lution of the CO2 current. The dynamics at the interface of the two

33, 016602-3Phys. Fluids 33, 016602 (2021); doi: 10.1063/5.0031632 
© Author(s) 2021
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pingmechanism in the specific configuration of the reservoir consid-
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ence on the dissolution process: when the interfacial region between
the two currents is saturated with CO2, dissolution is considerably
slowed down. This phenomenon, also labeled shutdown of convec-
tion,10,13,14 has been studied in detail via numerical simulations and
will be further discussed in Sec. II B.

The impact of domain saturation is remarkable, in particular on
the lifetime of the CO2 current.6 The dissolution rate will consider-
ably reduce, and the mixing process may almost arrest. In this stage,
the current of CO2 will continue to spread and the dynamics will be
again mainly controlled by buoyancy. Finally, for sufficiently long
times, the volume of CO2 initially injected will completely dissolve

FIG. 2. Process of carbon dioxide spreading and dissolution in geological forma-
tions. Time-dependent CO2 concentration distribution is shown. Time advances
from (a) to (h). Concentration fields obtained via numerical simulations (numerical
details are available in Refs.15 and 16). Boundaries of the CO2 + brine current
are also shown [red lines in (c)–(g)]. After contact of the two currents, dissolution
can only take place along the interface between CO2 and pure brine [blue lines in
(f) and (g)].

[Fig. 2(h)]. The time taken to achieve this condition is extremely
important since it can be used to quantify the efficiency of the trap-
pingmechanism in the specific configuration of the reservoir consid-
ered. We wish to remark here that the domain width can influence
the evolution of both the CO2 and the CO2 + brine currents. Indeed,
when the current of a heavy mixture reaches the domain boundaries
(x∗ = L∗) and cannot grow further horizontally, it grows vertically
and the portion of the interface effective for dissolution [blue line in
Figs. 2(f)–2(g)] reduces further.

This system has been modeled by MacMinn et al.6 in the
instance of unconfined and isotropic geological formations, in the
absence of dispersion. They observed that the growth of the heavy
fluid current can considerably slow down this dissolution mecha-
nism, reducing the efficiency of the solubility trapping. In this work,
we will use the samemodel to include additional physical effects, and
we will analyze the effect of porous medium properties on the evo-
lution of the CO2 current. The dynamics at the interface of the two
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previous studies in the instance of isotropic domains in absence
of dispersion.6,44,45 We consider a rectangular domain of exten-
sion 2L∗ and H∗ in the horizontal (x∗) and vertical (z∗) directions,
respectively (the superscript ∗ is used here to refer to dimensional
variables). This two-dimensional configuration is motivated by the
injection scenario consisting of a linear array of wells. The system
is sketched in Fig. 3, and due to symmetry, only the right part of
the domain (x∗ ≥ 0) is considered. Initially, the domain is saturated
with brine [yellow fluid in Fig. 3(a), density ρw and viscosity �w].
We assume that the system is homogeneous and characterized by
uniform porosity (ϕ) and anisotropic permeability (kv and kh in the
vertical and horizontal directions, respectively). At time t∗ = 0, a vol-
ume 2L∗0 ×H∗ of CO2 [black fluid in Fig. 3(a), density ρc and viscos-
ity �c] is injected in the central portion of the domain, characterized
by −L∗0 ≤ x∗ ≤ L∗0 and 0 ≤ z∗ ≤ H∗ [Fig. 3(a)].

We briefly derive here the one-dimensional large-scale model
adopted (see Refs. 46 and 47 for a detailed derivation of the equa-
tions). We assume that the domain is homogeneous, with constant
porosity ϕ and with the permeability field uniform and anisotropic,
i.e., the permeability tensor introduced in Eq. (2) is defined as

K = �kh 0
0 kv

�, (4)

with kh and kv permeability values in the horizontal and ver-
tical directions, respectively. We also consider the domain two-
dimensional and characterized by a small aspect ratio (H∗ � L∗).
In this configuration, we consider the fluids as three distinct regions

FIG. 3. Sketch of the flow configuration. (a) Initial condition: CO2 (black fluid,
ρc , �c) is injected and is initially surrounded by brine (yellow fluid, ρw , �w ). (b)
Buoyant current is defined by the layer height, h∗(x∗, t∗), and current nose,
x∗n (t∗), i.e., the maximum horizontal extension of the CO2 current. At the inter-
face between CO2 and brine, CO2 dissolves and a downward flux (q∗m) generates
a third current of heavy fluid (CO2 + brine, red fluid, ρm, �m). (c) When the currents
of CO2-rich mixture and brine are in contact, dissolution is inhibited (red interface).
The dissolution process continues along the portion of the interface between CO2
and brine (blue interface). CO2-rich current is described by its height, h∗m(x∗, t∗).

of uniform density and viscosity and the Darcy equation (2) applies
to each phase i,

u∗i = �u∗iw∗i � =
1
�i
K�−∇p∗i + ρig�, (5)

where i stands for c (CO2 phase), w (brine phase), and m (CO2+ brine phase). Since H∗ � L∗, the vertical velocity component w∗i
is negligible with respect to the horizontal one, u∗i , and the z com-
ponent of Eq. (5) suggests that the pressure p∗i (x∗, z∗, t∗) in each
phase is hydrostatic. When expressed as a function of the pressure
at the interface between the currents of CO2 and brine, p∗0 (x, t), the
pressure in each fluid phase reads

p∗c (x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρcg(H∗ − h∗ − z∗), (6)

p∗w(x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρwg(H∗ − h∗ − z∗), (7)

p∗m(x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρwgh∗m + ρmg(h∗m − z∗), (8)

with h∗i being the thickness of the currents, as indicated in Fig. 3. For
all locations x∗, the height of the fluid layer is obtained as the sum of
the thicknesses of each fluid phase,

h∗c (x∗, t∗) + h∗w(x∗, t∗) + h∗m(x∗, t∗) = H∗. (9)

Moreover, since the flow is assumed to be incompressible, volume
conservation is guaranteed along the domain,

� h∗m
0

u∗m dz +� h∗m+h∗w
h∗m

u∗b dz +� H∗

h∗m+h∗w u
∗
c dz = 0. (10)

On the other hand, one can write the local equation for the con-
servation of mass in the currents of CO2 and CO2 + brine mixture,
respectively,

ϕ
@h∗
@t∗ = − @

@x∗ ��
H∗

h∗m+h∗w u
∗
c dz� − q∗m, (11)

ϕ
@h∗m
@t∗ = − @

@x∗
�������

h∗m
0

u∗m dz
������ +

q∗m
Xv

, (12)

where we introduced the volume of CO2 dissolved in brine per unit
of CO2-brine interface and time, q∗m [m3�(m2s)]. We also used the
volume fraction of CO2 in the CO2 + brine mixture, Xv = ρmXm�ρc,
Xm being the correspondent mass fraction. As described in Sec. II,
the role of the current of the CO2 + brine mixture is crucial since
it can dramatically inhibit the dissolution of CO2 in brine, consid-
erably increasing the time required to achieve a complete dissolu-
tion. To account for the interaction of the current of heavy fluid
with the current of buoyant fluid, the dissolution rate q∗m is defined
locally so that there is no dissolution along the interface in which
the currents of CO2 and CO2 + brine are in contact, i.e., when
h∗(x) + h∗m(x) = H∗ [red interface in Fig. 3(c)], whereas the disso-
lution can take place with rate q∗m where the currents of brine and
CO2 are in contact [blue interface in Fig. 3(c)].
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currents, where the dissolution takes place, is described in Sec. II B.
We will include the effect of domain anisotropy and solute dis-
persion modeling the solute dissolution rate at the interface of the
currents.

B. Darcy-scale and interfacial dynamics
One of the key parameters influencing the evolution of the two-

current system is represented by the CO2 dissolution rate at the
interface of the CO2 and brine currents. As discussed above, dis-
solution is promoted by the action of finger-like structures, which
considerably increase the rate of mixing with respect to the case of a
flat interface.17 On the other hand, the non-linear dynamics of these
structures, which interact, split, and merge in a complex fashion,
makes predictions hard to obtain.18 The mixing process at the inter-
face of the two currents is usually studied in rectangular domains
[Fig. 1(b)], where the concentration of the CO2 + brine mixture
is assumed constant along the top boundary, whereas the no-flux
boundary condition is applied along the bottom wall. This configu-
ration has been analyzed in detail in a number of numerical10,13,19,20
and experimental works,18,19,21–24 and accurate scaling laws for the
dissolution rate of CO2 in brine have been derived for isotropic
and homogeneous,13,15 anisotropic14,25–27 and heterogeneous25,28,29
porous media. We refer to Ref. 30 for a comprehensive review on
the topic. In the following, we briefly recall the governing equations
and the main features of the dissolution dynamics.

The process of convective dissolution may be investigated at
an intermediate length scale, comprised between the characteristic
length scale of the domain (the domain height, H∗) and the pore-
scale (the average pore diameter, d∗). At this level, the flow in each
phase i is considered incompressible, and continuity applies,

∇ ⋅ u∗i = 0. (1)

Moreover, momentum transport is controlled by the Darcy law, in
which the Darcy velocity of the phase (u∗i ) is proportional to the
local pressure (p∗) gradient, as follows:

u∗i = 1
�i
K�−∇p∗i + ρig�, (2)

where �b is the viscosity of the phase considered, K is the
permeability tensor, ρi is the local fluid density, and g is accel-
eration due to gravity. We use here the symbol ∗ to refer to
dimensional variables. In this frame, the Oberbeck–Boussinesq
approximation applies.31 The solute concentration (C∗) is governed
by the advection–dispersion equation,

ϕ
@C∗
@t∗ + u∗i ⋅ ∇C∗ = ϕ∇ ⋅ �D(u∗i ) ⋅ ∇C∗� , (3)

where ϕ is the porosity and the dispersion tensor, D(u∗), accounts
for the effect of solute dispersion induced by the presence of the
obstacles (rock grains) of the porous matrix. Dispersion has remark-
able effects on the onset32,33 and the subsequent development of
convection,34 as well as on the dissolution rate.24,35 However, to pro-
vide an expression for the dispersion tensor D(u∗), accurate pore-
scale analyses of convective flows should be performed, which will
be discussed in Sec. II C.

C. Pore-scale dynamics and the effect of dispersion
As the fluid flows through the porous matrix, the fluid particles

continually change direction due to the presence of the rock grains,
leading to a random-walk-type process in which individual particles
gradually spread and cause mixing of solute.36 This phenomenon,
defined as (mechanical) dispersion, may be interpreted as follows.
We consider a patch of dyed fluid spreading out as it moves in a uni-
form downward flow through a bead pack. The dye spreads over a
considerable region in the flow direction, and this effect, defined as
longitudinal dispersion, is measured via the longitudinal dispersiv-
ity coefficient, αl. The presence of the grains will also induce a lateral
spreading, i.e., in the direction perpendicular to the flow, which is
quantified by the transverse dispersivity coefficient, αt . The relative
importance of these two contributions is defined by the dispersivity
ratio, r = αl�αt , normally r � 1 for geological applications, in which
longitudinal dispersion dominates. However, the presence of trans-
verse dispersion produces a modification of the flow structure35 and
of the dissolution mechanisms,23 and therefore, it should be taken
into account to define the dissolution rate.

Dispersion has been identified23,24,37,38 as possible responsible
of the discrepancy in the numerical and experimental measurements
of the dissolution rate, and therefore, it represents a very active topic
of research. Since dispersion is due to nonuniformities of the flow at
the level of the grains, pore-scale simulations and experiments have
been used to investigate the phenomenon, in an attempt to derive
dispersion models to include in simulations at the Darcy scale. A
variety of approaches have been proposed to model the effect of
solute dispersion. Sardina et al.39 performed direct numerical simu-
lations to investigate the flow through an array of spheres and devel-
oped a model to include the effect of dispersion as a drag term in the
Navier–Stokes equations. Experimental40 and numerical41 measure-
ments in natural convection in porous media have shown that the
flow structure and the dissolution rate are determined by the ratio
of the thermal length scale (boundary layer thickness) to the porous
length scale (average grain size). In addition, Gasow et al.38 demon-
strated, with the aid of pore-scale numerical simulations, that the
pore size should be used as the characteristic length when the disper-
sion term is modeled. The boundary layer thickness is set by the pore
size, and the porosity also has a strong influence on the dissolution
rate. The same conclusions are supported by the numerical work of
Liu et al.,42 where the pore size is still identified as an important fac-
tor to determine the dissolution rate. Feixiong, Kuznetsov, and Jin43
used pore-scale simulations to investigate the effect of momentum
dispersion. They proposed a model based on the effective fluid vis-
cosity, and they have shown that this approach is valid for a wide
range of porosity values.

In this work, we include the effect of dispersion modeling the
dissolution rate at the Darcy scale. We adopted the model proposed
by Wen, Chang, and Hesse,35 which is based on both experimen-
tal observations24 and numerical simulations.35 Further details are
provided in Sec. III B.

III. METHODOLOGY
A. Derivation of the large-scale model

In this section, we present the system configuration and we
derive the large-scale model, which has already been used in
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currents, where the dissolution takes place, is described in Sec. II B.
We will include the effect of domain anisotropy and solute dis-
persion modeling the solute dissolution rate at the interface of the
currents.

B. Darcy-scale and interfacial dynamics
One of the key parameters influencing the evolution of the two-

current system is represented by the CO2 dissolution rate at the
interface of the CO2 and brine currents. As discussed above, dis-
solution is promoted by the action of finger-like structures, which
considerably increase the rate of mixing with respect to the case of a
flat interface.17 On the other hand, the non-linear dynamics of these
structures, which interact, split, and merge in a complex fashion,
makes predictions hard to obtain.18 The mixing process at the inter-
face of the two currents is usually studied in rectangular domains
[Fig. 1(b)], where the concentration of the CO2 + brine mixture
is assumed constant along the top boundary, whereas the no-flux
boundary condition is applied along the bottom wall. This configu-
ration has been analyzed in detail in a number of numerical10,13,19,20
and experimental works,18,19,21–24 and accurate scaling laws for the
dissolution rate of CO2 in brine have been derived for isotropic
and homogeneous,13,15 anisotropic14,25–27 and heterogeneous25,28,29
porous media. We refer to Ref. 30 for a comprehensive review on
the topic. In the following, we briefly recall the governing equations
and the main features of the dissolution dynamics.

The process of convective dissolution may be investigated at
an intermediate length scale, comprised between the characteristic
length scale of the domain (the domain height, H∗) and the pore-
scale (the average pore diameter, d∗). At this level, the flow in each
phase i is considered incompressible, and continuity applies,

∇ ⋅ u∗i = 0. (1)

Moreover, momentum transport is controlled by the Darcy law, in
which the Darcy velocity of the phase (u∗i ) is proportional to the
local pressure (p∗) gradient, as follows:

u∗i = 1
�i
K�−∇p∗i + ρig�, (2)

where �b is the viscosity of the phase considered, K is the
permeability tensor, ρi is the local fluid density, and g is accel-
eration due to gravity. We use here the symbol ∗ to refer to
dimensional variables. In this frame, the Oberbeck–Boussinesq
approximation applies.31 The solute concentration (C∗) is governed
by the advection–dispersion equation,

ϕ
@C∗
@t∗ + u∗i ⋅ ∇C∗ = ϕ∇ ⋅ �D(u∗i ) ⋅ ∇C∗� , (3)

where ϕ is the porosity and the dispersion tensor, D(u∗), accounts
for the effect of solute dispersion induced by the presence of the
obstacles (rock grains) of the porous matrix. Dispersion has remark-
able effects on the onset32,33 and the subsequent development of
convection,34 as well as on the dissolution rate.24,35 However, to pro-
vide an expression for the dispersion tensor D(u∗), accurate pore-
scale analyses of convective flows should be performed, which will
be discussed in Sec. II C.

C. Pore-scale dynamics and the effect of dispersion
As the fluid flows through the porous matrix, the fluid particles

continually change direction due to the presence of the rock grains,
leading to a random-walk-type process in which individual particles
gradually spread and cause mixing of solute.36 This phenomenon,
defined as (mechanical) dispersion, may be interpreted as follows.
We consider a patch of dyed fluid spreading out as it moves in a uni-
form downward flow through a bead pack. The dye spreads over a
considerable region in the flow direction, and this effect, defined as
longitudinal dispersion, is measured via the longitudinal dispersiv-
ity coefficient, αl. The presence of the grains will also induce a lateral
spreading, i.e., in the direction perpendicular to the flow, which is
quantified by the transverse dispersivity coefficient, αt . The relative
importance of these two contributions is defined by the dispersivity
ratio, r = αl�αt , normally r � 1 for geological applications, in which
longitudinal dispersion dominates. However, the presence of trans-
verse dispersion produces a modification of the flow structure35 and
of the dissolution mechanisms,23 and therefore, it should be taken
into account to define the dissolution rate.

Dispersion has been identified23,24,37,38 as possible responsible
of the discrepancy in the numerical and experimental measurements
of the dissolution rate, and therefore, it represents a very active topic
of research. Since dispersion is due to nonuniformities of the flow at
the level of the grains, pore-scale simulations and experiments have
been used to investigate the phenomenon, in an attempt to derive
dispersion models to include in simulations at the Darcy scale. A
variety of approaches have been proposed to model the effect of
solute dispersion. Sardina et al.39 performed direct numerical simu-
lations to investigate the flow through an array of spheres and devel-
oped a model to include the effect of dispersion as a drag term in the
Navier–Stokes equations. Experimental40 and numerical41 measure-
ments in natural convection in porous media have shown that the
flow structure and the dissolution rate are determined by the ratio
of the thermal length scale (boundary layer thickness) to the porous
length scale (average grain size). In addition, Gasow et al.38 demon-
strated, with the aid of pore-scale numerical simulations, that the
pore size should be used as the characteristic length when the disper-
sion term is modeled. The boundary layer thickness is set by the pore
size, and the porosity also has a strong influence on the dissolution
rate. The same conclusions are supported by the numerical work of
Liu et al.,42 where the pore size is still identified as an important fac-
tor to determine the dissolution rate. Feixiong, Kuznetsov, and Jin43
used pore-scale simulations to investigate the effect of momentum
dispersion. They proposed a model based on the effective fluid vis-
cosity, and they have shown that this approach is valid for a wide
range of porosity values.

In this work, we include the effect of dispersion modeling the
dissolution rate at the Darcy scale. We adopted the model proposed
by Wen, Chang, and Hesse,35 which is based on both experimen-
tal observations24 and numerical simulations.35 Further details are
provided in Sec. III B.

III. METHODOLOGY
A. Derivation of the large-scale model

In this section, we present the system configuration and we
derive the large-scale model, which has already been used in
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currents, where the dissolution takes place, is described in Sec. II B.
We will include the effect of domain anisotropy and solute dis-
persion modeling the solute dissolution rate at the interface of the
currents.

B. Darcy-scale and interfacial dynamics
One of the key parameters influencing the evolution of the two-

current system is represented by the CO2 dissolution rate at the
interface of the CO2 and brine currents. As discussed above, dis-
solution is promoted by the action of finger-like structures, which
considerably increase the rate of mixing with respect to the case of a
flat interface.17 On the other hand, the non-linear dynamics of these
structures, which interact, split, and merge in a complex fashion,
makes predictions hard to obtain.18 The mixing process at the inter-
face of the two currents is usually studied in rectangular domains
[Fig. 1(b)], where the concentration of the CO2 + brine mixture
is assumed constant along the top boundary, whereas the no-flux
boundary condition is applied along the bottom wall. This configu-
ration has been analyzed in detail in a number of numerical10,13,19,20
and experimental works,18,19,21–24 and accurate scaling laws for the
dissolution rate of CO2 in brine have been derived for isotropic
and homogeneous,13,15 anisotropic14,25–27 and heterogeneous25,28,29
porous media. We refer to Ref. 30 for a comprehensive review on
the topic. In the following, we briefly recall the governing equations
and the main features of the dissolution dynamics.

The process of convective dissolution may be investigated at
an intermediate length scale, comprised between the characteristic
length scale of the domain (the domain height, H∗) and the pore-
scale (the average pore diameter, d∗). At this level, the flow in each
phase i is considered incompressible, and continuity applies,

∇ ⋅ u∗i = 0. (1)

Moreover, momentum transport is controlled by the Darcy law, in
which the Darcy velocity of the phase (u∗i ) is proportional to the
local pressure (p∗) gradient, as follows:

u∗i = 1
�i
K�−∇p∗i + ρig�, (2)

where �b is the viscosity of the phase considered, K is the
permeability tensor, ρi is the local fluid density, and g is accel-
eration due to gravity. We use here the symbol ∗ to refer to
dimensional variables. In this frame, the Oberbeck–Boussinesq
approximation applies.31 The solute concentration (C∗) is governed
by the advection–dispersion equation,

ϕ
@C∗
@t∗ + u∗i ⋅ ∇C∗ = ϕ∇ ⋅ �D(u∗i ) ⋅ ∇C∗� , (3)

where ϕ is the porosity and the dispersion tensor, D(u∗), accounts
for the effect of solute dispersion induced by the presence of the
obstacles (rock grains) of the porous matrix. Dispersion has remark-
able effects on the onset32,33 and the subsequent development of
convection,34 as well as on the dissolution rate.24,35 However, to pro-
vide an expression for the dispersion tensor D(u∗), accurate pore-
scale analyses of convective flows should be performed, which will
be discussed in Sec. II C.

C. Pore-scale dynamics and the effect of dispersion
As the fluid flows through the porous matrix, the fluid particles

continually change direction due to the presence of the rock grains,
leading to a random-walk-type process in which individual particles
gradually spread and cause mixing of solute.36 This phenomenon,
defined as (mechanical) dispersion, may be interpreted as follows.
We consider a patch of dyed fluid spreading out as it moves in a uni-
form downward flow through a bead pack. The dye spreads over a
considerable region in the flow direction, and this effect, defined as
longitudinal dispersion, is measured via the longitudinal dispersiv-
ity coefficient, αl. The presence of the grains will also induce a lateral
spreading, i.e., in the direction perpendicular to the flow, which is
quantified by the transverse dispersivity coefficient, αt . The relative
importance of these two contributions is defined by the dispersivity
ratio, r = αl�αt , normally r � 1 for geological applications, in which
longitudinal dispersion dominates. However, the presence of trans-
verse dispersion produces a modification of the flow structure35 and
of the dissolution mechanisms,23 and therefore, it should be taken
into account to define the dissolution rate.

Dispersion has been identified23,24,37,38 as possible responsible
of the discrepancy in the numerical and experimental measurements
of the dissolution rate, and therefore, it represents a very active topic
of research. Since dispersion is due to nonuniformities of the flow at
the level of the grains, pore-scale simulations and experiments have
been used to investigate the phenomenon, in an attempt to derive
dispersion models to include in simulations at the Darcy scale. A
variety of approaches have been proposed to model the effect of
solute dispersion. Sardina et al.39 performed direct numerical simu-
lations to investigate the flow through an array of spheres and devel-
oped a model to include the effect of dispersion as a drag term in the
Navier–Stokes equations. Experimental40 and numerical41 measure-
ments in natural convection in porous media have shown that the
flow structure and the dissolution rate are determined by the ratio
of the thermal length scale (boundary layer thickness) to the porous
length scale (average grain size). In addition, Gasow et al.38 demon-
strated, with the aid of pore-scale numerical simulations, that the
pore size should be used as the characteristic length when the disper-
sion term is modeled. The boundary layer thickness is set by the pore
size, and the porosity also has a strong influence on the dissolution
rate. The same conclusions are supported by the numerical work of
Liu et al.,42 where the pore size is still identified as an important fac-
tor to determine the dissolution rate. Feixiong, Kuznetsov, and Jin43
used pore-scale simulations to investigate the effect of momentum
dispersion. They proposed a model based on the effective fluid vis-
cosity, and they have shown that this approach is valid for a wide
range of porosity values.

In this work, we include the effect of dispersion modeling the
dissolution rate at the Darcy scale. We adopted the model proposed
by Wen, Chang, and Hesse,35 which is based on both experimen-
tal observations24 and numerical simulations.35 Further details are
provided in Sec. III B.

III. METHODOLOGY
A. Derivation of the large-scale model

In this section, we present the system configuration and we
derive the large-scale model, which has already been used in
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
@t
− @

@x
�(1 − f )h@h

@x
− δ f hm @hm

@x
� = −ε0, (19)

@hm
@t
− @

@x
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@x
− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
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− δ f hm @hm
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� = −ε0, (19)

@hm
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@x
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− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:
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� = −ε0, (19)

@hm
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− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:
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@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:
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@x
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Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
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γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)
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@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:
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Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
@t
− @

@x
�(1 − f )h@h

@x
− δ f hm @hm

@x
� = −ε0, (19)

@hm
@t
− @

@x
�δ(1 − f m)hm @hm

@x
− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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previous studies in the instance of isotropic domains in absence
of dispersion.6,44,45 We consider a rectangular domain of exten-
sion 2L∗ and H∗ in the horizontal (x∗) and vertical (z∗) directions,
respectively (the superscript ∗ is used here to refer to dimensional
variables). This two-dimensional configuration is motivated by the
injection scenario consisting of a linear array of wells. The system
is sketched in Fig. 3, and due to symmetry, only the right part of
the domain (x∗ ≥ 0) is considered. Initially, the domain is saturated
with brine [yellow fluid in Fig. 3(a), density ρw and viscosity �w].
We assume that the system is homogeneous and characterized by
uniform porosity (ϕ) and anisotropic permeability (kv and kh in the
vertical and horizontal directions, respectively). At time t∗ = 0, a vol-
ume 2L∗0 ×H∗ of CO2 [black fluid in Fig. 3(a), density ρc and viscos-
ity �c] is injected in the central portion of the domain, characterized
by −L∗0 ≤ x∗ ≤ L∗0 and 0 ≤ z∗ ≤ H∗ [Fig. 3(a)].

We briefly derive here the one-dimensional large-scale model
adopted (see Refs. 46 and 47 for a detailed derivation of the equa-
tions). We assume that the domain is homogeneous, with constant
porosity ϕ and with the permeability field uniform and anisotropic,
i.e., the permeability tensor introduced in Eq. (2) is defined as

K = �kh 0
0 kv

�, (4)

with kh and kv permeability values in the horizontal and ver-
tical directions, respectively. We also consider the domain two-
dimensional and characterized by a small aspect ratio (H∗ � L∗).
In this configuration, we consider the fluids as three distinct regions

FIG. 3. Sketch of the flow configuration. (a) Initial condition: CO2 (black fluid,
ρc , �c) is injected and is initially surrounded by brine (yellow fluid, ρw , �w ). (b)
Buoyant current is defined by the layer height, h∗(x∗, t∗), and current nose,
x∗n (t∗), i.e., the maximum horizontal extension of the CO2 current. At the inter-
face between CO2 and brine, CO2 dissolves and a downward flux (q∗m) generates
a third current of heavy fluid (CO2 + brine, red fluid, ρm, �m). (c) When the currents
of CO2-rich mixture and brine are in contact, dissolution is inhibited (red interface).
The dissolution process continues along the portion of the interface between CO2
and brine (blue interface). CO2-rich current is described by its height, h∗m(x∗, t∗).

of uniform density and viscosity and the Darcy equation (2) applies
to each phase i,

u∗i = �u∗iw∗i � =
1
�i
K�−∇p∗i + ρig�, (5)

where i stands for c (CO2 phase), w (brine phase), and m (CO2+ brine phase). Since H∗ � L∗, the vertical velocity component w∗i
is negligible with respect to the horizontal one, u∗i , and the z com-
ponent of Eq. (5) suggests that the pressure p∗i (x∗, z∗, t∗) in each
phase is hydrostatic. When expressed as a function of the pressure
at the interface between the currents of CO2 and brine, p∗0 (x, t), the
pressure in each fluid phase reads

p∗c (x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρcg(H∗ − h∗ − z∗), (6)

p∗w(x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρwg(H∗ − h∗ − z∗), (7)

p∗m(x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρwgh∗m + ρmg(h∗m − z∗), (8)

with h∗i being the thickness of the currents, as indicated in Fig. 3. For
all locations x∗, the height of the fluid layer is obtained as the sum of
the thicknesses of each fluid phase,

h∗c (x∗, t∗) + h∗w(x∗, t∗) + h∗m(x∗, t∗) = H∗. (9)

Moreover, since the flow is assumed to be incompressible, volume
conservation is guaranteed along the domain,

� h∗m
0

u∗m dz +� h∗m+h∗w
h∗m

u∗b dz +� H∗

h∗m+h∗w u
∗
c dz = 0. (10)

On the other hand, one can write the local equation for the con-
servation of mass in the currents of CO2 and CO2 + brine mixture,
respectively,

ϕ
@h∗
@t∗ = − @

@x∗ ��
H∗

h∗m+h∗w u
∗
c dz� − q∗m, (11)

ϕ
@h∗m
@t∗ = − @

@x∗
�������

h∗m
0

u∗m dz
������ +

q∗m
Xv

, (12)

where we introduced the volume of CO2 dissolved in brine per unit
of CO2-brine interface and time, q∗m [m3�(m2s)]. We also used the
volume fraction of CO2 in the CO2 + brine mixture, Xv = ρmXm�ρc,
Xm being the correspondent mass fraction. As described in Sec. II,
the role of the current of the CO2 + brine mixture is crucial since
it can dramatically inhibit the dissolution of CO2 in brine, consid-
erably increasing the time required to achieve a complete dissolu-
tion. To account for the interaction of the current of heavy fluid
with the current of buoyant fluid, the dissolution rate q∗m is defined
locally so that there is no dissolution along the interface in which
the currents of CO2 and CO2 + brine are in contact, i.e., when
h∗(x) + h∗m(x) = H∗ [red interface in Fig. 3(c)], whereas the disso-
lution can take place with rate q∗m where the currents of brine and
CO2 are in contact [blue interface in Fig. 3(c)].
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
@t
− @

@x
�(1 − f )h@h

@x
− δ f hm @hm

@x
� = −ε0, (19)

@hm
@t
− @

@x
�δ(1 − f m)hm @hm

@x
− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
@t
− @

@x
�(1 − f )h@h

@x
− δ f hm @hm

@x
� = −ε0, (19)

@hm
@t
− @

@x
�δ(1 − f m)hm @hm

@x
− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
@t
− @

@x
�(1 − f )h@h

@x
− δ f hm @hm

@x
� = −ε0, (19)
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Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
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, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:
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where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L
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The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form
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where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:
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where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
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. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form
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where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:
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where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
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. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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50 4. Modelling convection regimes from onset to shutdown

C = 1 , w = 0

z
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Figure 4.1 – Sketch of the computational domain with explicit indication of the
boundary conditions (Eqs. (4.7)-(4.8)) employed. The contour map of the solute
concentration C at a given time instant t is also shown to provide a flow visualization
of the dynamics for the present physical configuration (injection of CO2 from the
upper boundary).
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with P = p + z(⇢⇤
s
/�⇢⇤ � 1) the reduced pressure. Boundary conditions

for the governing equations are as follows: the top wall is an impermeable
boundary characterized by a fixed solute concentration (mimicking the pres-
ence of a saturated solution near the top boundary), whereas the bottom
boundary is an impermeable boundary for both fluid and solute (i.e. no-
flux boundary). Periodicity is applied at the side boundaries (along x). In
dimensionless form, these boundary conditions become:

w = 0 , C = 1 for z = 0 , (4.7)

w = 0 ,
@C

@z
= 0 for z = �Ra . (4.8)

A sketch of the computational domain together with the indication of the
boundary conditions and a contour map of the concentration C at a given
time instant is shown in Fig. 4.1.

The main parameter of the simulation is the Rayleigh-Darcy number,
which is the ratio of di↵usive to convective time scales, defined as

Ra =
gH⇤kv�⇢⇤

µ�D
, (4.9)

where H⇤ represents the domain height. With the proposed scalings, Ra ap-
pears only in the boundary conditions (but not in the governing equations)
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being p⇤ and ⇢⇤ the pressure and the local density respectively.
Neglecting the e↵ects of dispersion, solute is redistributed by advection

and di↵usion. If we define the solute di↵usivity D, the solute concentration
C⇤ evolves in time (t⇤) according to
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We consider the fluid density as the only physical property that depends on
concentration through the equation of state
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being ⇢⇤
s
the density of the heavy fluid and C⇤

s
the corresponding concen-

tration, i.e. the concentration of CO2 into the CO2+brine layer, and �⇢
the density di↵erence between the satured brine and the pure brine.

6.2.1 Dimensionless equations

A relevant reference velocity scale for this flow is the free-fall buoyancy
velocity, which is the vertical velocity of a rising light-fluid parcel surrounded
by heavy fluid, W ⇤ = gk�⇢⇤/µ. We adopt as length scale H⇤, even though
is not the unique reference length possible. In order to compare the evolution
of domains with di↵erent sizes, i.e. di↵erent H⇤, sometimes results useful to
define an alternative length scale (see Chap. 4) that will be also discussed
in Sec. 6.3.3. Finally, variables are made dimensionless as in Chap. 3, with
the exception of the concentration
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W ⇤ (6.5)
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, t =
t⇤

�H⇤/W ⇤ . (6.6)

Note that the absence of the superscript ⇤ is used to represent dimensionless
variables. According to Eq. (6.5), the physical domain width L⇤ becomes
dimensionless as L = L⇤/H⇤ and this quantity represents the domain aspect
ratio. In other words, the dimensionless extensions of the domain are H = 1
and L in vertical and horizontal directions respectively.

Using the above scalings, the dimensionless velocity of the solute is de-
scribed by the equations:
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� C, (6.7)
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with P = p+z(⇢⇤
s
/�⇢⇤�1) the reduced pressure, whereas the concentration

is governed by the following equation:
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where appears the main parameter of the simulation, the final (or global)
Rayleigh-Darcy number, defined as

Ra0 =
g�⇢⇤kH⇤

µ�D
, (6.10)

which expresses an inverse di↵usivity (De Paoli et al., 2016) or a dimension-
less layer thickness (De Paoli et al., 2017).

Another key parameters is the mixing length h⇤. It represents the dis-
tance between the rear and the tip of the fingers, the peculiar structures
that dominate the convective phenomena in porous media flows. Few strate-
gies have been adopted in literature to define this parameter, based on local
(De Wit, 2004) (i.e. threshold value) or global (Cabot and Cook, 2006) (i.e.
integral quantities) properties. According to De Wit (2004), we choose to
identify the mixing zone, whose dimensionless extension is h, as the portion
of the domain where " < C(z, t) < 1 � ", with " = 10�2 and being C(z, t)
the horizontally-averaged concentration profile, defined as:

C(z, t) =
1

L

Z
L

0

C(x, z, t)dx . (6.11)

We wish to remark that it is useful to define an instantaneous (also called
e↵ective or current) Rayleigh-Darcy number, Ra, defined on the mixing
length h⇤ rather than on the domain height H⇤, which will be extensively
discussed in Sec. 6.3.

Boundary conditions for the governing equations are as follows: both top
and bottom boundaries are impermeable for both fluid and solute (i.e. no-
flux boundary). In dimensionless form, these boundary conditions become:

w = 0 ,
@C

@z
= 0 for z = 0, 1 . (6.12)

Periodicity is applied at the side boundaries (along x).
A sketch of the computational domain, together with a contour map of

the concentration field at a given time instant t̃ and the indication of the
boundary conditions, is shown in Fig. 6.1a). In Fig.6.1b), the boundary
conditions and the interpretation of the mixing length have been reported.
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where appears the main parameter of the simulation, the final (or global)
Rayleigh-Darcy number, defined as

Ra0 =
g�⇢⇤kH⇤

µ�D
, (6.10)

which expresses an inverse di↵usivity (De Paoli et al., 2016) or a dimension-
less layer thickness (De Paoli et al., 2017).

Another key parameters is the mixing length h⇤. It represents the dis-
tance between the rear and the tip of the fingers, the peculiar structures
that dominate the convective phenomena in porous media flows. Few strate-
gies have been adopted in literature to define this parameter, based on local
(De Wit, 2004) (i.e. threshold value) or global (Cabot and Cook, 2006) (i.e.
integral quantities) properties. According to De Wit (2004), we choose to
identify the mixing zone, whose dimensionless extension is h, as the portion
of the domain where " < C(z, t) < 1 � ", with " = 10�2 and being C(z, t)
the horizontally-averaged concentration profile, defined as:

C(z, t) =
1

L

Z
L

0

C(x, z, t)dx . (6.11)

We wish to remark that it is useful to define an instantaneous (also called
e↵ective or current) Rayleigh-Darcy number, Ra, defined on the mixing
length h⇤ rather than on the domain height H⇤, which will be extensively
discussed in Sec. 6.3.

Boundary conditions for the governing equations are as follows: both top
and bottom boundaries are impermeable for both fluid and solute (i.e. no-
flux boundary). In dimensionless form, these boundary conditions become:

w = 0 ,
@C

@z
= 0 for z = 0, 1 . (6.12)

Periodicity is applied at the side boundaries (along x).
A sketch of the computational domain, together with a contour map of

the concentration field at a given time instant t̃ and the indication of the
boundary conditions, is shown in Fig. 6.1a). In Fig.6.1b), the boundary
conditions and the interpretation of the mixing length have been reported.
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C = 1 , w = 0

z
/
R
a

x/Ra

z

x

@C/@z = 0 , w = 0

Figure 4.1 – Sketch of the computational domain with explicit indication of the
boundary conditions (Eqs. (4.7)-(4.8)) employed. The contour map of the solute
concentration C at a given time instant t is also shown to provide a flow visualization
of the dynamics for the present physical configuration (injection of CO2 from the
upper boundary).

@u

@x
+

@w

@z
= 0, (4.5)

@C

@t
+ u

@C

@x
+ w

@C

@z
= �

@2C

@x2
+

@2C

@z2
, (4.6)

with P = p + z(⇢⇤
s
/�⇢⇤ � 1) the reduced pressure. Boundary conditions

for the governing equations are as follows: the top wall is an impermeable
boundary characterized by a fixed solute concentration (mimicking the pres-
ence of a saturated solution near the top boundary), whereas the bottom
boundary is an impermeable boundary for both fluid and solute (i.e. no-
flux boundary). Periodicity is applied at the side boundaries (along x). In
dimensionless form, these boundary conditions become:

w = 0 , C = 1 for z = 0 , (4.7)

w = 0 ,
@C

@z
= 0 for z = �Ra . (4.8)

A sketch of the computational domain together with the indication of the
boundary conditions and a contour map of the concentration C at a given
time instant is shown in Fig. 4.1.

The main parameter of the simulation is the Rayleigh-Darcy number,
which is the ratio of di↵usive to convective time scales, defined as

Ra =
gH⇤kv�⇢⇤

µ�D
, (4.9)

where H⇤ represents the domain height. With the proposed scalings, Ra ap-
pears only in the boundary conditions (but not in the governing equations)

Darcy numerical simulations
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Within this framework, the solution of Eq. (4.6) yields:

C(z, t) = 1 + erf

✓
z

p
4t

◆
, (4.12)

with the dimensionless solute flux being

F (t) =
1

L

Z
L

0

@C

@z

����
z=0

dx =
1

p
⇡t

, (4.13)

where L is dimensionless domain width. The corresponding amount of solute
dissolved in time, G(t), is given by the integral of the solute flux F (t),

G(t) =

Z
t

0

F (⌧)d⌧ =
2
p
t

p
⇡
. (4.14)

The profiles of F (t) and G(t) obtained from the present computations are
shown in the two panels of Fig. 4.3 for Ra = 2⇥ 104 and di↵erent values of
� (symbols in Fig. 4.3). The dashed line in Fig. 4.3 indicates the analytical
prediction given by Eq. (4.13). We first consider Fig. 4.3a. For t < 103, we
observe that the behaviour of F (t) is independent of � and follows nicely the
theoretical predictions. Later in time, at t = ton (onset time of convection),
convection is triggered and the profile of F (t) departs from the theoretical
prediction of a pure di↵usive flow. In literature, there are di↵erent expres-
sions to find the value of ton as a function of � (Green and Ennis-King,
2014), essentially because ton depends on the initial conditions prescribed
in the simulations. To predict the value of ton, we follow the expression of
Cheng et al. (2012):

ton = 47.9�0.79 . (4.15)

In the present cases, we obtain ton = 47.9 (� = 1), ton = 38 (� = 3/4) and
ton = 27 (� = 1/2). The departure of F (t) from the purely di↵usive profile
for t > ton is barely visible at the beginning. Well beyond ton, at time
t = td, di↵usion is balanced by convection and the dissolution flux reaches a
minimum. We further remark here that there is a large di↵erence between
ton and td (td is on average two orders of magnitude larger than ton). The
decrease of � (i.e. the increase of the horizontal permeability) reduces the
value of td (and also of ton), indicating that convection is triggered early
when � < 1. In particular, we found td ' 2.2⇥ 103 (� = 1), td ' 1.6⇥ 103

(� = 3/4) and td ' 1.1 ⇥ 103 (� = 1/2). Just after td, the dissolution
flux increases sharply. For this reason td is sometimes taken as a practical
measure of the onset time of convection. From a phenomenological point of
view, after td viscous fingers become visible and start transporting e�ciently
dense solute away from the boundary, so to increase the dissolution flux.
Fingers are at first characterized by negligible lateral movements (see also
the regular and parallel footprint of fingers during the flux growth regime
in Fig. 4.2). Later, fingers increase their length and strength and start

16

Convective dissolution process

De Paoli, Zonta and Soldati, Phys. Fluids (2016)
De Paoli, Zonta and Soldati, Phys. Fluids (2017)

See also Slim, J. Fluid Mech. (2014)
Hewitt, Neufeld & Lister, J. Fluid Mech. (2013)

Examples of model extension: 
effect of anisotropy of the medium
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Convection in anisotropic media

benedek / Getty Images Rhododendrites/Wikimedia Commons/CC BY 4.0

Sedimentary rocks: Rocks formed by stratification

Examples of model extension: 
effect of anisotropy of the medium

In this presentation we just consider the 
anisotropy of the rocks, for additional 
effects (lateral confinement, dispersion) 
see De Paoli, Phys. Fluids (2021)
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Problem formulation

Assumptions: 
1. Homogeneous porous medium
2. Anisotropic porous medium

• Principal directions of the permeability 
tensor aligned with the reference frame

Rhododendrites/Wikimedia Commons/CC BY 4.0

x

z

https://www.intechopen.com/chapters/59029

x

z
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Heat flux and dissolution rate
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FIG. 2. Time behaviour of the solute dissolution for
Ra= 2⇥ 104 and � = 1. Main panel (panel (b)): disso-
lution flux F(t) as a function of time. Solid line refers
to the present numerical simulation. Dashed lines indi-
cate analytical predictions found in the literature for the
diffusion regime (t < 103, Eq. (13)); the constant flux
regime (2⇥ 104 < t < 2⇥ 105, Eq. (17)); and the shut-
down regime (2⇥ 105 < t < 3⇥ 106, Eq. (19)). The formu-
lation of these theoretical predictions is explicitly given
in the text (Sec. III). Note that the extent of the differ-
ent flow regimes is also explicitly indicated. Side panels
(panels (a) and (c)): time behaviour of the concentration
field measured along an horizontal slice (x) located close
to the top wall (z = 20 for panel (a), z = 50 for panel
(c)) measured for different time windows during the tran-
sient evolution (panel (a) refers to 2⇥ 102  t  4⇥ 104,
whereas panel c refers to 4 ⇥ 105  t  15 ⇥ 105).

Within this framework, the solution of Eq. (6) yields

C(z, t) = 1 + erf
✓ zp

4t

◆
, (12)

with the dimensionless solute flux being

F(t) =
1
L

⌅ L

0

@C
@z

����z=0
dx =

1p
⇡t

, (13)

where L is the dimensionless domain width. The correspond-
ing amount of solute dissolved in time, G(t), is given by the
integral of the solute flux F(t),

G(t) =
⌅ t

0
F(⌧)d⌧ =

2
p

tp
⇡

. (14)

The profiles of F(t) and G(t) obtained from the present compu-
tations are shown in the two panels of Fig. 3 for Ra = 2 ⇥ 104

and different values of � (symbols in Fig. 3). The dashed line

in Fig. 3 indicates the analytical prediction given by Eq. (13).
We first consider Fig. 3(a). For t < 103, we observe that the
behaviour of F(t) is independent of � and follows nicely the
theoretical predictions. Later in time, at t = ton (onset time of
convection), convection is triggered and the profile of F(t)
departs from the theoretical prediction of a pure diffusive flow.
In the literature, there are different expressions to find the value
of ton as a function of �,16 essentially because ton depends on
the initial conditions prescribed in the simulations. To predict
the value of ton, we follow the expression of Cheng et al.,15

ton = 47.9�0.79. (15)

In the present cases, we obtain ton = 47.9 (� = 1), ton = 38
(� = 3/4), and ton = 27 (� = 1/2). The departure of F(t) from
the purely diffusive profile for t > ton is barely visible at the
beginning. Well beyond ton, at time t = td , diffusion is balanced
by convection and the dissolution flux reaches a minimum. We

See also Slim, J. Fluid Mech., 2014
Hewitt et al, J. Fluid Mech., 2013,
De Paoli et al., Phys. Fluids, 2016, 2017
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FIG. 2. Time behaviour of the solute dissolution for
Ra= 2⇥ 104 and � = 1. Main panel (panel (b)): disso-
lution flux F(t) as a function of time. Solid line refers
to the present numerical simulation. Dashed lines indi-
cate analytical predictions found in the literature for the
diffusion regime (t < 103, Eq. (13)); the constant flux
regime (2⇥ 104 < t < 2⇥ 105, Eq. (17)); and the shut-
down regime (2⇥ 105 < t < 3⇥ 106, Eq. (19)). The formu-
lation of these theoretical predictions is explicitly given
in the text (Sec. III). Note that the extent of the differ-
ent flow regimes is also explicitly indicated. Side panels
(panels (a) and (c)): time behaviour of the concentration
field measured along an horizontal slice (x) located close
to the top wall (z = 20 for panel (a), z = 50 for panel
(c)) measured for different time windows during the tran-
sient evolution (panel (a) refers to 2⇥ 102  t  4⇥ 104,
whereas panel c refers to 4 ⇥ 105  t  15 ⇥ 105).

Within this framework, the solution of Eq. (6) yields

C(z, t) = 1 + erf
✓ zp

4t

◆
, (12)

with the dimensionless solute flux being

F(t) =
1
L

⌅ L

0

@C
@z

����z=0
dx =

1p
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, (13)

where L is the dimensionless domain width. The correspond-
ing amount of solute dissolved in time, G(t), is given by the
integral of the solute flux F(t),

G(t) =
⌅ t

0
F(⌧)d⌧ =

2
p

tp
⇡

. (14)

The profiles of F(t) and G(t) obtained from the present compu-
tations are shown in the two panels of Fig. 3 for Ra = 2 ⇥ 104

and different values of � (symbols in Fig. 3). The dashed line

in Fig. 3 indicates the analytical prediction given by Eq. (13).
We first consider Fig. 3(a). For t < 103, we observe that the
behaviour of F(t) is independent of � and follows nicely the
theoretical predictions. Later in time, at t = ton (onset time of
convection), convection is triggered and the profile of F(t)
departs from the theoretical prediction of a pure diffusive flow.
In the literature, there are different expressions to find the value
of ton as a function of �,16 essentially because ton depends on
the initial conditions prescribed in the simulations. To predict
the value of ton, we follow the expression of Cheng et al.,15

ton = 47.9�0.79. (15)

In the present cases, we obtain ton = 47.9 (� = 1), ton = 38
(� = 3/4), and ton = 27 (� = 1/2). The departure of F(t) from
the purely diffusive profile for t > ton is barely visible at the
beginning. Well beyond ton, at time t = td , diffusion is balanced
by convection and the dissolution flux reaches a minimum. We

Convection-dominated
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FIG. 3. (a) Solute dissolution flux F(t) vs time t in the early stages of the
simulations, plotted for Ra= 2⇥ 104 and � = 1/2, 3/4, and 1. The dashed
line represents the dissolution flux computed as in Eq. (13). (b) Total solute
dissolved from t = 0 for the different permeability ratios considered (solid
lines) and from the theory (Eq. (14)). We report the same simulations presented
in (a), and the lower the permeability ratio, the sooner the flux deviates from
diffusion.

further remark here that there is a large difference between ton
and td (td is on average two orders of magnitude larger than
ton). The decrease of � (i.e., the increase of the horizontal per-
meability) reduces the value of td (and also of ton), indicating
that convection is triggered early when � < 1. In particular,
we found td ' 2.2 ⇥ 103 (� = 1), td ' 1.6 ⇥ 103 (� = 3/4),
and td ' 1.1⇥ 103 (� = 1/2). Just after td , the dissolution flux
increases sharply. For this reason, td is sometimes taken as
a practical measure of the onset time of convection. From
a phenomenological point of view, after td fingers become
visible and start transporting efficiently dense solute away
from the boundary, so to increase the dissolution flux. Fin-
gers are at first characterized by negligible lateral movements
(see also the regular, and parallel, footprint of fingers during
the flux growth regime in Fig. 2). Later, fingers increase their
length and strength and start modifying the entire velocity field.
This causes fingers to come closer and eventually merge with
the neighbours (as also shown by the evolution of the finger
roots during the merging regime in Fig. 2(a)) to create larger
plumes. The merging process decreases the number of plumes
and increases the boundary layer thickness, hence reduc-
ing the dissolution flux (decrease of F(t) for t > 0.2⇥ 104 in
Fig. 3). By looking at the behaviour of G(t) in Fig. 3(b), one
important observation can be made. After the initial transient
where G(t) follows the pure diffusional profile (regardless of
the value of �), we note that solute dissolution appears more
efficient for decreasing �. At t = 104, the amount of solute
dissolved for � = 1/2 can be up to 20% larger compared to
� = 1.

B. The convection-dominated stage

After the initial diffusive dynamics, the flow enters a
convection dominated stage called constant flux regime.9,25,26

During this regime, primary plumes already generated in the
previous stages of the flow rapidly grow. At the same time, the
diffusive boundary layer between adjacent plumes becomes
unstable and continuously produces new protoplumes. The
newly formed protoplumes are driven laterally by the back-
ground flow and coalesce with primary plumes. During this
stage, the average flux of solute fluctuates around a mean
constant value (Fig. 4). For isotropic conditions (� = 1), we

FIG. 4. Constant flux regime. Dimensionless solute flux F(t) for three
different permeability ratios (1/2, 3/4, and 1) at fixed Rayleigh number
(Ra = 2 ⇥ 104). In the constant flux regime, the simulations (solid lines) are
in good agreement with the predictions of Green and Ennis-King16 (dashed
lines).

recover the value F(t) = 1.7 ⇥ 10�2 proposed by Pau et al.,12

Slim,9 and Hesse,27 among others. The dimensional solute flux
can be expressed as10,16

F⇤(t⇤) = 0.017
p

khkv
C⇤s�⇢

⇤g
µ

(16)

or, in dimensionless form,

F(t) = 0.017��1/2. (17)

The theoretical predictions given by Eq. (17) are shown
by the dashed lines (– –) in Fig. 4. We note a fair agree-
ment between numerical results (symbols) and theoretical
predictions (dashed lines), which demonstrates for the first
time that the scaling law proposed in the literature16 for
lower values of Ra (103  Ra  9⇥ 103) can be extended up to
Ra= 2⇥ 104, as shown by the present results. Note that,
although the time at which the constant flux regime starts
does depend on the initial conditions of the flow, the aver-
age value of the dissolution rate F(t) in the constant flux
regime does not.9 This indicates also that the constant flux
regime and the final shutdown regime are universal stages
in which the effects of different initial conditions are only
chaotic fluctuations around the average behaviour. There-
fore, the corresponding parametrization (presented in this sec-
tion and in Sec. III C) is universal and does not depend on
the specific initial conditions. We wish to remark here that
this dynamics does not change substantially in 3D domains.
The main difference between 2D and 3D results is that the
time fluctuation of F(t) around its average value is large
for 2D rather than for 3D cases.12 This was also observed
by Hewitt et al.,28 using different boundary conditions (i.e.,
Dirichlet type boundary conditions at both top and bottom
boundaries).

C. The shutdown stage

Once the plumes reach the bottom boundary, the domain
starts filling up with dense solute and the flow enters the
last stage of its dynamics, usually called the shutdown stage.
Despite its practical importance, the shutdown stage in non-
isotropic porous media has never been explicitly computed,
with the only available predictions8 being based on extrapo-
lations from different flow configurations (different bound-
ary conditions at the bottom wall). In the present paper,

Isotropic

Anisotropic
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FIG. 3. (a) Solute dissolution flux F(t) vs time t in the early stages of the
simulations, plotted for Ra= 2⇥ 104 and � = 1/2, 3/4, and 1. The dashed
line represents the dissolution flux computed as in Eq. (13). (b) Total solute
dissolved from t = 0 for the different permeability ratios considered (solid
lines) and from the theory (Eq. (14)). We report the same simulations presented
in (a), and the lower the permeability ratio, the sooner the flux deviates from
diffusion.

further remark here that there is a large difference between ton
and td (td is on average two orders of magnitude larger than
ton). The decrease of � (i.e., the increase of the horizontal per-
meability) reduces the value of td (and also of ton), indicating
that convection is triggered early when � < 1. In particular,
we found td ' 2.2 ⇥ 103 (� = 1), td ' 1.6 ⇥ 103 (� = 3/4),
and td ' 1.1⇥ 103 (� = 1/2). Just after td , the dissolution flux
increases sharply. For this reason, td is sometimes taken as
a practical measure of the onset time of convection. From
a phenomenological point of view, after td fingers become
visible and start transporting efficiently dense solute away
from the boundary, so to increase the dissolution flux. Fin-
gers are at first characterized by negligible lateral movements
(see also the regular, and parallel, footprint of fingers during
the flux growth regime in Fig. 2). Later, fingers increase their
length and strength and start modifying the entire velocity field.
This causes fingers to come closer and eventually merge with
the neighbours (as also shown by the evolution of the finger
roots during the merging regime in Fig. 2(a)) to create larger
plumes. The merging process decreases the number of plumes
and increases the boundary layer thickness, hence reduc-
ing the dissolution flux (decrease of F(t) for t > 0.2⇥ 104 in
Fig. 3). By looking at the behaviour of G(t) in Fig. 3(b), one
important observation can be made. After the initial transient
where G(t) follows the pure diffusional profile (regardless of
the value of �), we note that solute dissolution appears more
efficient for decreasing �. At t = 104, the amount of solute
dissolved for � = 1/2 can be up to 20% larger compared to
� = 1.

B. The convection-dominated stage

After the initial diffusive dynamics, the flow enters a
convection dominated stage called constant flux regime.9,25,26

During this regime, primary plumes already generated in the
previous stages of the flow rapidly grow. At the same time, the
diffusive boundary layer between adjacent plumes becomes
unstable and continuously produces new protoplumes. The
newly formed protoplumes are driven laterally by the back-
ground flow and coalesce with primary plumes. During this
stage, the average flux of solute fluctuates around a mean
constant value (Fig. 4). For isotropic conditions (� = 1), we

FIG. 4. Constant flux regime. Dimensionless solute flux F(t) for three
different permeability ratios (1/2, 3/4, and 1) at fixed Rayleigh number
(Ra = 2 ⇥ 104). In the constant flux regime, the simulations (solid lines) are
in good agreement with the predictions of Green and Ennis-King16 (dashed
lines).

recover the value F(t) = 1.7 ⇥ 10�2 proposed by Pau et al.,12

Slim,9 and Hesse,27 among others. The dimensional solute flux
can be expressed as10,16

F⇤(t⇤) = 0.017
p

khkv
C⇤s�⇢

⇤g
µ

(16)

or, in dimensionless form,

F(t) = 0.017��1/2. (17)

The theoretical predictions given by Eq. (17) are shown
by the dashed lines (– –) in Fig. 4. We note a fair agree-
ment between numerical results (symbols) and theoretical
predictions (dashed lines), which demonstrates for the first
time that the scaling law proposed in the literature16 for
lower values of Ra (103  Ra  9⇥ 103) can be extended up to
Ra= 2⇥ 104, as shown by the present results. Note that,
although the time at which the constant flux regime starts
does depend on the initial conditions of the flow, the aver-
age value of the dissolution rate F(t) in the constant flux
regime does not.9 This indicates also that the constant flux
regime and the final shutdown regime are universal stages
in which the effects of different initial conditions are only
chaotic fluctuations around the average behaviour. There-
fore, the corresponding parametrization (presented in this sec-
tion and in Sec. III C) is universal and does not depend on
the specific initial conditions. We wish to remark here that
this dynamics does not change substantially in 3D domains.
The main difference between 2D and 3D results is that the
time fluctuation of F(t) around its average value is large
for 2D rather than for 3D cases.12 This was also observed
by Hewitt et al.,28 using different boundary conditions (i.e.,
Dirichlet type boundary conditions at both top and bottom
boundaries).

C. The shutdown stage

Once the plumes reach the bottom boundary, the domain
starts filling up with dense solute and the flow enters the
last stage of its dynamics, usually called the shutdown stage.
Despite its practical importance, the shutdown stage in non-
isotropic porous media has never been explicitly computed,
with the only available predictions8 being based on extrapo-
lations from different flow configurations (different bound-
ary conditions at the bottom wall). In the present paper,

Strong influence of ( on flux
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FIG. 3. (a) Solute dissolution flux F(t) vs time t in the early stages of the
simulations, plotted for Ra= 2⇥ 104 and � = 1/2, 3/4, and 1. The dashed
line represents the dissolution flux computed as in Eq. (13). (b) Total solute
dissolved from t = 0 for the different permeability ratios considered (solid
lines) and from the theory (Eq. (14)). We report the same simulations presented
in (a), and the lower the permeability ratio, the sooner the flux deviates from
diffusion.

further remark here that there is a large difference between ton
and td (td is on average two orders of magnitude larger than
ton). The decrease of � (i.e., the increase of the horizontal per-
meability) reduces the value of td (and also of ton), indicating
that convection is triggered early when � < 1. In particular,
we found td ' 2.2 ⇥ 103 (� = 1), td ' 1.6 ⇥ 103 (� = 3/4),
and td ' 1.1⇥ 103 (� = 1/2). Just after td , the dissolution flux
increases sharply. For this reason, td is sometimes taken as
a practical measure of the onset time of convection. From
a phenomenological point of view, after td fingers become
visible and start transporting efficiently dense solute away
from the boundary, so to increase the dissolution flux. Fin-
gers are at first characterized by negligible lateral movements
(see also the regular, and parallel, footprint of fingers during
the flux growth regime in Fig. 2). Later, fingers increase their
length and strength and start modifying the entire velocity field.
This causes fingers to come closer and eventually merge with
the neighbours (as also shown by the evolution of the finger
roots during the merging regime in Fig. 2(a)) to create larger
plumes. The merging process decreases the number of plumes
and increases the boundary layer thickness, hence reduc-
ing the dissolution flux (decrease of F(t) for t > 0.2⇥ 104 in
Fig. 3). By looking at the behaviour of G(t) in Fig. 3(b), one
important observation can be made. After the initial transient
where G(t) follows the pure diffusional profile (regardless of
the value of �), we note that solute dissolution appears more
efficient for decreasing �. At t = 104, the amount of solute
dissolved for � = 1/2 can be up to 20% larger compared to
� = 1.

B. The convection-dominated stage

After the initial diffusive dynamics, the flow enters a
convection dominated stage called constant flux regime.9,25,26

During this regime, primary plumes already generated in the
previous stages of the flow rapidly grow. At the same time, the
diffusive boundary layer between adjacent plumes becomes
unstable and continuously produces new protoplumes. The
newly formed protoplumes are driven laterally by the back-
ground flow and coalesce with primary plumes. During this
stage, the average flux of solute fluctuates around a mean
constant value (Fig. 4). For isotropic conditions (� = 1), we

FIG. 4. Constant flux regime. Dimensionless solute flux F(t) for three
different permeability ratios (1/2, 3/4, and 1) at fixed Rayleigh number
(Ra = 2 ⇥ 104). In the constant flux regime, the simulations (solid lines) are
in good agreement with the predictions of Green and Ennis-King16 (dashed
lines).

recover the value F(t) = 1.7 ⇥ 10�2 proposed by Pau et al.,12

Slim,9 and Hesse,27 among others. The dimensional solute flux
can be expressed as10,16

F⇤(t⇤) = 0.017
p

khkv
C⇤s�⇢

⇤g
µ

(16)

or, in dimensionless form,

F(t) = 0.017��1/2. (17)

The theoretical predictions given by Eq. (17) are shown
by the dashed lines (– –) in Fig. 4. We note a fair agree-
ment between numerical results (symbols) and theoretical
predictions (dashed lines), which demonstrates for the first
time that the scaling law proposed in the literature16 for
lower values of Ra (103  Ra  9⇥ 103) can be extended up to
Ra= 2⇥ 104, as shown by the present results. Note that,
although the time at which the constant flux regime starts
does depend on the initial conditions of the flow, the aver-
age value of the dissolution rate F(t) in the constant flux
regime does not.9 This indicates also that the constant flux
regime and the final shutdown regime are universal stages
in which the effects of different initial conditions are only
chaotic fluctuations around the average behaviour. There-
fore, the corresponding parametrization (presented in this sec-
tion and in Sec. III C) is universal and does not depend on
the specific initial conditions. We wish to remark here that
this dynamics does not change substantially in 3D domains.
The main difference between 2D and 3D results is that the
time fluctuation of F(t) around its average value is large
for 2D rather than for 3D cases.12 This was also observed
by Hewitt et al.,28 using different boundary conditions (i.e.,
Dirichlet type boundary conditions at both top and bottom
boundaries).

C. The shutdown stage

Once the plumes reach the bottom boundary, the domain
starts filling up with dense solute and the flow enters the
last stage of its dynamics, usually called the shutdown stage.
Despite its practical importance, the shutdown stage in non-
isotropic porous media has never been explicitly computed,
with the only available predictions8 being based on extrapo-
lations from different flow configurations (different bound-
ary conditions at the bottom wall). In the present paper,

qm
* ≡

isotropic medium
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
@t
− @

@x
�(1 − f )h@h

@x
− δ f hm @hm

@x
� = −ε0, (19)

@hm
@t
− @

@x
�δ(1 − f m)hm @hm

@x
− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
@t
− @

@x
�(1 − f )h@h

@x
− δ f hm @hm

@x
� = −ε0, (19)

@hm
@t
− @

@x
�δ(1 − f m)hm @hm

@x
− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
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@x
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@x
− δ f hm @hm

@x
� = −ε0, (19)

@hm
@t
− @

@x
�δ(1 − f m)hm @hm

@x
− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ
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@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:
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, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)
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@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:
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where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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Equations (11) and (12), which control the evolution of the
currents, can be solved by taking the horizontal velocity compo-
nents from Eq. (5). The pressure gradients are computed from
Eqs. (6)–(8), in which p∗0 (x∗, t∗) is obtained from volume conser-
vation (10). Finally, h∗w is expressed as a function of h∗m and h∗c using
Eq. (9), and Eqs. (11) and (12) reduce to the form

ϕ
@h∗
@t∗ − ϕ

γ
@

@x∗ �W∗(1 − f )h∗ @h∗
@x∗ −W∗

m f h∗m @h∗m
@x∗ � = −q∗m, (13)

ϕ
@h∗m
@t∗ − ϕ

γ
@

@x∗ �W∗
m(1 − f m)h∗m @h∗m

@x∗ −W∗ f mh∗ @h
∗

@x∗ � = q∗m
Xv

, (14)

where W∗ = (ρw − ρc)gkv�ϕ�c is the CO2 buoyancy velocity, W∗
m= (ρm − ρw)gkv�ϕ�c is the mixture buoyancy velocity, γ = kv�kh is

the permeability ratio, and g is the acceleration due to gravity. We
finally define the functions f and f m, employed in Eqs. (13) and (14),
as

f = Mh∗�H∗
(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (15)

f m = Mmh∗m�H∗(M − 1)h∗�H∗ + (Mm − 1)h∗m�H∗ + 1 , (16)

where M = �w��c and Mm = �w��m stand for the mobility ratio of
the buoyant and dense current, respectively.

1. Dimensionless equations
Equations (13) and (14) fully describe the evolution of the cur-

rents of CO2 and CO2 + brine, in the presence of dissolution. To
make the equations dimensionless, we rescale variable as follows. A
natural reference scale for the current’s thickness is the layer height,
H∗. For the horizontal coordinate, we set as reference length scale
L0�√γ, i.e., the initial width of the CO2 current corrected by the
effect of the anisotropy ratio, γ = kv�kh. Finally, we choose as ref-
erence time scale T∗ = (L∗0 )2�(W∗H∗). As a result, dimensionless
variables are obtained as

h = h∗
H∗ , hm = h∗m

H∗ , (17)

x = x∗
L∗0 �√γ

, t = t∗
(L∗0 )2�(W∗H∗) . (18)

We define the buoyancy velocity ratio δ =W∗
m�W∗, i.e., the

ratio between the buoyancy velocities computed with respect to
mixture–brine and brine–CO2. With this set of variables, the
two-current system is controlled by the following dimensionless
equations:

@h
@t
− @

@x
�(1 − f )h@h

@x
− δ f hm @hm

@x
� = −ε0, (19)

@hm
@t
− @

@x
�δ(1 − f m)hm @hm

@x
− f mh

@h
@x
� = ε0

Xv
, (20)

where we introduced the volume fraction of CO2 in the CO2 + brine
mixture, Xv = ρmXm�ρc, Xm being the correspondent mass fraction.
To take into account the presence of the second current that inhibits
the dissolution along the CO2 + brine interface, the dissolution rate
ε is defined as follows:

ε0(x) =
�������
0 if h(x) = 0 or h(x) + hm(x) = 1
ε else,

(21)

with

ε = q∗m
ϕW∗ � L

∗
0

H∗ �
2

. (22)

The parameter ε will be defined in detail in each specific configura-
tion considered. Definition (21) suggests that dissolution is inhibited
when the light fluid is absent [i.e., h(x) = 0] or the two currents
touch [h(x) + hm(x) = 1].

In the following, we define the parameters used for the porous
medium, fluids, and dissolution rate.

B. Physical and dimensionless parameters
The two-current model described by Eqs. (19) and (20) is sen-

sitive to the domain properties and to the fluid properties. We study
three different injection scenarios consisting of variable domain size,
permeability ratio, and transverse dispersion. The set of parameters
used is summarized in Table I for all simulations considered and is
obtained as follows.

1. Domain properties
We consider an aquifer in the Frio C Formation (Texas, US).48

This formation is characterized by a layer thickness H∗ = 7 m,
porosity ϕ = 0.3, and permeability kv = 2 × 10−12 m2. We consider
the initial horizontal extension of the volume of CO2 injected L∗0

TABLE I. Summary of dimensionless parameters used for the simulations. Effects of domain size (S1), anisotropy of the medium (S2), and dispersion (S3) are studied. Physical
parameters are reported in Sec. III B.

Domain properties Fluid properties Dissolution properties

No. γ � L M Mm δ Xv Ra ε

S1 1 ∞ 50–140 1 1 0.02 0.02 2.4 × 103 10−5
S2 1/8-1 ∞ 140 1 1 0.02 0.02 2.4 × 103 10−5γ−1/2
S3 1 5 × 10−3–5 × 105 140 1 1 0.02 0.02 2.4 × 103 ε(�) [Fig. 4(a)]
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current, which has been determined from a preliminary numeri-
cal simulation. For clarity, the behavior is shown in Fig. 5 only in
correspondence with few of the values of L considered.

Initially [Fig. 5(a)], the current nose xn(t) follows the evolution
predicted by the one-current model [Eq. (29), dashed line], and the
evolution is independent of the domain size. At t ≈ 4 × 103, the influ-
ence of the second current on the process of dissolution becomes
significant. The interfacial area along which dissolution can take
place is reduced. As a result, buoyancy controls the evolution of the
CO2 current, which spreads further horizontally along the top cap
rock of the reservoir, and xn grows consequently.

At t = 3.5 × 104, the current achieves the maximum exten-
sion (xn ≈ 28) and only afterward the domain width influences the
dynamics of the currents. The late-stage evolution [Fig. 5(b)] is
indeed very sensitive to variations of L. For low values of domain
width, the horizontal growth of the heavy current is hindered. As a
result, the current of the CO2 + brine mixture will grow in height,
and the portion of the interfacial area between CO2 and brine will
further reduce, slowing down considerably the dissolution process.
However, the evolution of the current nose will be always confined
between the two gray regions of the (x, t) space, bounded by the
extreme curves Lmin and L∞: the brine-rich region is characterized

FIG. 5. Evolution of the current nose (xn) of a buoyant CO2 plume. The domain
width L varies within the interval Lmin ≤ L ≤ L∞, with Lmin = 1�Xv (blue) and
L∞ = 140 (green). The values of L corresponding to the curves shown are explic-
itly indicated in color bars. The early stage of the dissolution process (a) is indepen-
dent of the domain size, whereas the long-term dynamics (b) is strongly influenced
by the domain width. Note that the evolution of the systems with L = L∞ and
L = 85 is nearly the same, and the two curves are not distinguishable. The evo-
lution predicted by the one-current model without dissolution [Eq. (30), solid line]
and with dissolution [Eq. (29), dashed line] is also shown.

by the absence of the CO2 current, while the CO2-rich region marks
the portion of the (x, t) space occupied by the current. This classi-
fication provides a graphical interpretation of the extension of the
CO2 current along the upper horizontal impermeable layer of the
reservoir.

C. Influence of anisotropy (S2)
We consider now the effect of porous medium anisotropy on

the evolution of the currents. These results are particularly impor-
tant because of the lack of experimental data in anisotropic porous
media, where only models and numerical simulations are used to
study the evolution of the flow. In particular, we analyze a domain
of width L = 140 in the absence of dispersion (�→∞). The volume
of CO2 injected is L∗0H∗�√γ, which gives a unitary dimensionless
volume. We choose this configuration to have dimensionless results
that can be compared with cases S1 and S3. The dissolution rate
accounts for the permeability variation in the horizontal direction,
i.e., ε = ε(γ), as discussed in Sec. III B.

The time-dependent evolution of the CO2 current nose (xn) is
shown in Fig. 6. The permeability ratio varies between γmin = 1�8
(black, strongly anisotropic) and γmax = 1 (yellow, isotropic). For
clarity, xn(t) is shown in Fig. 6 only for few values of γ. We observe
that the influence of anisotropy is remarkable in the initial phase
of the dissolution process, where the growth of the current nose is
well described by the one-current model with dissolution rate ε(γ)
[Eq. (29), dashed lines]. It is worth noting that the final stage of the
mixing process is not influenced by the domain anisotropy, and no
relevant change in the lifetime is observed. This observation can be
explained in terms of dynamics of the currents.

Initially, the current of CO2 is controlled by buoyancy, which
makes the current to spread along the top boundary and, there-
fore, xn increases. Afterward, since the interfacial area between
the currents of CO2 and brine increases, dissolution dominates
over buoyancy: the current nose is observed to reach a maximum
(buoyancy is exactly balanced by dissolution) and then decreases

FIG. 6. Evolution of the current nose of a buoyant CO2 plume (xn). The perme-
ability ratio γ varies between γmin = 1�8 (black) and γmax = 1 (yellow). The values
of γ corresponding to the curves shown are explicitly indicated in the color bar.
The early stage of the dissolution process is influenced by the permeability ratio,
whereas the final stage is independent of γ. The evolution predicted by the one-
current model with dissolution rate ε(γ) [Eq. (29), dashed line] is shown for the
minimum and maximum values of anisotropy ratio considered. The evolution of
the current in the absence of dissolution [ε = 0, solid gray line, Eq. (30)] is also
reported.

33, 016602-9Phys. Fluids 33, 016602 (2021); doi: 10.1063/5.0031632 
© Author(s) 2021

Physics of Fluids ARTICLE scitation.org/journal/phf

previous studies in the instance of isotropic domains in absence
of dispersion.6,44,45 We consider a rectangular domain of exten-
sion 2L∗ and H∗ in the horizontal (x∗) and vertical (z∗) directions,
respectively (the superscript ∗ is used here to refer to dimensional
variables). This two-dimensional configuration is motivated by the
injection scenario consisting of a linear array of wells. The system
is sketched in Fig. 3, and due to symmetry, only the right part of
the domain (x∗ ≥ 0) is considered. Initially, the domain is saturated
with brine [yellow fluid in Fig. 3(a), density ρw and viscosity �w].
We assume that the system is homogeneous and characterized by
uniform porosity (ϕ) and anisotropic permeability (kv and kh in the
vertical and horizontal directions, respectively). At time t∗ = 0, a vol-
ume 2L∗0 ×H∗ of CO2 [black fluid in Fig. 3(a), density ρc and viscos-
ity �c] is injected in the central portion of the domain, characterized
by −L∗0 ≤ x∗ ≤ L∗0 and 0 ≤ z∗ ≤ H∗ [Fig. 3(a)].

We briefly derive here the one-dimensional large-scale model
adopted (see Refs. 46 and 47 for a detailed derivation of the equa-
tions). We assume that the domain is homogeneous, with constant
porosity ϕ and with the permeability field uniform and anisotropic,
i.e., the permeability tensor introduced in Eq. (2) is defined as

K = �kh 0
0 kv

�, (4)

with kh and kv permeability values in the horizontal and ver-
tical directions, respectively. We also consider the domain two-
dimensional and characterized by a small aspect ratio (H∗ � L∗).
In this configuration, we consider the fluids as three distinct regions

FIG. 3. Sketch of the flow configuration. (a) Initial condition: CO2 (black fluid,
ρc , �c) is injected and is initially surrounded by brine (yellow fluid, ρw , �w ). (b)
Buoyant current is defined by the layer height, h∗(x∗, t∗), and current nose,
x∗n (t∗), i.e., the maximum horizontal extension of the CO2 current. At the inter-
face between CO2 and brine, CO2 dissolves and a downward flux (q∗m) generates
a third current of heavy fluid (CO2 + brine, red fluid, ρm, �m). (c) When the currents
of CO2-rich mixture and brine are in contact, dissolution is inhibited (red interface).
The dissolution process continues along the portion of the interface between CO2
and brine (blue interface). CO2-rich current is described by its height, h∗m(x∗, t∗).

of uniform density and viscosity and the Darcy equation (2) applies
to each phase i,

u∗i = �u∗iw∗i � =
1
�i
K�−∇p∗i + ρig�, (5)

where i stands for c (CO2 phase), w (brine phase), and m (CO2+ brine phase). Since H∗ � L∗, the vertical velocity component w∗i
is negligible with respect to the horizontal one, u∗i , and the z com-
ponent of Eq. (5) suggests that the pressure p∗i (x∗, z∗, t∗) in each
phase is hydrostatic. When expressed as a function of the pressure
at the interface between the currents of CO2 and brine, p∗0 (x, t), the
pressure in each fluid phase reads

p∗c (x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρcg(H∗ − h∗ − z∗), (6)

p∗w(x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρwg(H∗ − h∗ − z∗), (7)

p∗m(x∗, z∗, t∗) = p∗0 (x∗, t∗) + ρwgh∗m + ρmg(h∗m − z∗), (8)

with h∗i being the thickness of the currents, as indicated in Fig. 3. For
all locations x∗, the height of the fluid layer is obtained as the sum of
the thicknesses of each fluid phase,

h∗c (x∗, t∗) + h∗w(x∗, t∗) + h∗m(x∗, t∗) = H∗. (9)

Moreover, since the flow is assumed to be incompressible, volume
conservation is guaranteed along the domain,

� h∗m
0

u∗m dz +� h∗m+h∗w
h∗m

u∗b dz +� H∗

h∗m+h∗w u
∗
c dz = 0. (10)

On the other hand, one can write the local equation for the con-
servation of mass in the currents of CO2 and CO2 + brine mixture,
respectively,

ϕ
@h∗
@t∗ = − @

@x∗ ��
H∗

h∗m+h∗w u
∗
c dz� − q∗m, (11)

ϕ
@h∗m
@t∗ = − @

@x∗
�������

h∗m
0

u∗m dz
������ +

q∗m
Xv

, (12)

where we introduced the volume of CO2 dissolved in brine per unit
of CO2-brine interface and time, q∗m [m3�(m2s)]. We also used the
volume fraction of CO2 in the CO2 + brine mixture, Xv = ρmXm�ρc,
Xm being the correspondent mass fraction. As described in Sec. II,
the role of the current of the CO2 + brine mixture is crucial since
it can dramatically inhibit the dissolution of CO2 in brine, consid-
erably increasing the time required to achieve a complete dissolu-
tion. To account for the interaction of the current of heavy fluid
with the current of buoyant fluid, the dissolution rate q∗m is defined
locally so that there is no dissolution along the interface in which
the currents of CO2 and CO2 + brine are in contact, i.e., when
h∗(x) + h∗m(x) = H∗ [red interface in Fig. 3(c)], whereas the disso-
lution can take place with rate q∗m where the currents of brine and
CO2 are in contact [blue interface in Fig. 3(c)].
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(dissolution overcomes buoyancy). The evolution of the currents
is strongly conditioned by the dissolution rate ε, which increases
with the anisotropy of the system (i.e., when γ decreases). As a
result, xn(t) grows faster in isotropic media compared to anisotropic
media since the dissolution rate is lower and the effect of dissolution
becomes dominant later. Afterward, the reduction in the current
nose is arrested by the presence of the current of the heavy mixture,
which diminishes the interfacial area between CO2 and brine, con-
siderably slowing down the dissolution process and making buoy-
ancy again dominant. This dynamics brings to the new growth of
xn, a phase characterized by a tiny CO2-brine interfacial area: the
evolution of the currents is purely controlled by buoyancy and the
dissolution rate plays no role. Buoyancy continues to make the cur-
rent of CO2 to expand until the CO2-brine interfacial area is suf-
ficiently large to make dissolution dominant over buoyancy again.
Hereinafter (t > 4 × 104), the reduction in the remaining volume of
CO2 is not balanced by the buoyant expansion of the current, and the
nose reduces monotonically until the current dissolves completely.
We conclude that the late stage dynamics of the currents are not
influenced by the anisotropy of the medium. However, the changes
observed in the early stage may bear important implications for the
CO2 storage process.

To investigate more in detail the effect of anisotropy on the
short-term evolution of the current, we consider the volume of CO2
dissolved per unit depth, V(t), defined as

V(t) = 1 −� xn(t)
0

h(x, t) dx. (31)

Therefore, we have that V(t = 0) = 0 and V(t →∞) = 1.
Equation (31) can also be used to compute the volume of
solute dissolved in the absence of interactions between the currents
of CO2 and CO2 + brine (one-current model with dissolution), i.e.,
integration of Eq. (31) with expressions (28) and (29) gives

V(t) = 1 − �1 − ε
18
(9t)4�3�3�2 . (32)

We wish to remark here the implications of the dimensionless set
of variables used for the results presented. In all simulations con-
sidered, the initial dimensionless CO2 volume is unitary. However,
while the vertical domain size is made dimensionless with respect
to H∗, the initial horizontal width of the CO2 current is scaled
with L∗0 �√γ. As a result, although the dimensionless volume of CO2
injected is always 1, it corresponds to different physical volumes,
which depend on the permeability ratio. The evolution predicted
by the one-current model for the two extreme cases (γmin = 1�8 and
γmax = 1) is reported in Fig. 7. Low values of permeability ratio, cor-
responding to the high value of the dissolution rate ε(γ), produce
a favorable dissolution scenario: when γ = γmin, the time required
to dissolve 30% of the volume of CO2 initially injected is much
smaller (about 50%) with respect to the isotropic case (γ = γmax).
In other terms, the short-term dissolution efficiency is higher when
the medium is anisotropic. On the other hand, the influence of γ is
negligible for the long-term dissolution dynamics.

D. Influence of dispersion (S3)
As discussed in Sec. III B, we investigate the effect of disper-

sion by varying the dimensionless dissolution rate (ε) as a function

FIG. 7. Dimensionless volume of CO2 per unit depth dissolved for the range of
permeability ratio considered, γmin ≤ γ ≤ γmax, with γmin = 1�8 (black) and γmax= 1 (yellow). The one-current model predictions in correspondence with ε(γmin)
and ε(γmax) [Eq. (32), dashed lines] are also shown. The values of γ correspond-
ing to the curves shown are explicitly indicated in the color bar.

of �, which measures the relative importance of molecular diffusion
to transverse dispersion. We show in Fig. 4(a) that the dissolution
parameter varies in a non-monotonic way with respect to �. The
flow dynamics is briefly recalled here. When � ≥ 1, convection dom-
inates over dispersion, and the width of the plumes is independent
of the distance from the CO2-brine interface, i.e., the plumes grow
vertically in a columnar-like flow. In contrast, when � reduces, i.e.,
the effect of transverse dispersion is increased, the solute spreads
in perpendicular direction with respect to the main flow direction,
and the flow structure evolves toward a fan flow. The convective
flux reduces considerably (≈ 50% for � = 5 × 10−2) with respect to
the value in the absence of dispersion (�→∞). If the effect of dis-
persion is further increased (� < 5 × 10−2), the flow changes com-
pletely. Small interfacial plumes do not form anymore, the thickness
of the boundary layer increases and the flow becomes steady, with a
corresponding increase in the dissolution rate.

To analyze the effect of dispersion, we considered isotropic
domains with constant width, L = 140. We performed simulations
for 5 × 10−3 < � < 5 × 105. The results are presented in terms of vol-
ume of CO2 dissolved. We report the evolution of V in Fig. 8 for
some representative values of �, indicated with bullets in Fig. 4(a).
The volume dissolved is computed as in Eq. (31) and only the early
stage dynamics is shown (t ≤ 104) in Fig. 8(a) since for t > 4 × 103,
the difference among the different dispersion coefficients considered
is negligible. Initially, the dynamics is very sensitive to the value of
dissolution, and therefore of �, and the flow evolves following the
one-current model prediction, shown as dashed lines in Fig. 8(a)
[obtained assuming ε = ε(�) in Eq. (32)]. The self-similar behav-
ior exhibited in the early stage is even more apparent when time is
rescaled by [ε(�)�ε(�→∞)]3/4 [Fig. 8(b)]. In this stage, the flow
consists of two currents not in contact. Dissolution can take place
along the entire interface of the buoyant current, and the rate at
which CO2 dissolves is roughly steady (nearly constant slope of the
curves).

After the initial phase in which the current of CO2 is purely
controlled by buoyancy and dissolution, the effect of the second
current comes into play. When t × [ε(�)�ε(�→∞)]3/4 ≈ 1700, the
rate at which the CO2 dissolves reduces. The slope of the curves in
Fig. 8(b) changes, and this marks the time at which the current of the

33, 016602-10Phys. Fluids 33, 016602 (2021); doi: 10.1063/5.0031632 
© Author(s) 2021

Analytical solution in case of 
independent currents

Physics of Fluids ARTICLE scitation.org/journal/phf

lower than 1 km. These results also show that accurate numerical
simulations at the Darcy scale in such large domains are beyond the
current computational resources, and large-scale models should be
used.

We analyze then the effect of the anisotropy of the medium,
characterized here by the ratio of vertical-to-horizontal permeabil-
ity, γ = kv�kh. In particular, we consider a domain with constant
width and vary the horizontal permeability, maintaining the vertical
permeability constant. In this way, we can compare systems char-
acterized by different media but the same vertical driving force, i.e.,
the same buoyancy velocity. The horizontal component (kh) is set
to be kh ≥ kv, which gives 0 ≤ γ ≤ 1. As a result, the more the media
are anisotropic (i.e., the smaller the γ), the lower the hydrodynamic
horizontal flow resistance is. Due to continuity, this will produce
an increase in the vertical flow velocity and the dissolution rate.
We included the effect of anisotropy modeling the dissolution rate,
which is defined as a function of γ. We observed that the long-term
effect of anisotropy is negligible, i.e., the lifetime of the current is not
influenced by γ. However, anisotropy may produce beneficial effects
on the short-term dissolution dynamics, when the buoyant current
is only controlled by buoyancy and dissolution, and the heavy cur-
rent is not sufficiently developed in the vertical direction to inhibit
dissolution. The time tσ taken to dissolve a fraction σ of the initial
volume of CO2 injected is very sensitive to the anisotropy ratio. For
instance, the time required to dissolve 20% of the initial volume of
CO2 injected (Fig. 10) is of about 4 years for isotropic porous media
(γ = 1), whereas it drops to 2 years in anisotropic porous media with
γ = 1�8.

When a fluid flows through a porous medium, it follows sin-
uous paths, which makes the transported solute (CO2 in this case)
to spread further. This effect is defined as dispersion and is quanti-
fied here with � (the relative importance of molecular diffusion to
transverse dispersion). Dispersion influences considerably the dis-
solution rate of CO2 in brine, and we included this effect in the
large-scale model defining the dissolution rate as a function of �.
To this aim, we used the results of accurate Darcy simulations35 that
clearly linked the dissolution rate to the structure of the flow. The
time tσ required to dissolve a fixed portion σ of solute is shown

FIG. 10. Effect of anisotropy γ on tσ , i.e., the time required to dissolve a fraction
σ of the initial volume of CO2 injected. Left axis: dimensionless value of tσ . Right
axis: dimensional value of t∗σ . The effect of anisotropy is considerable, e.g., t∗20%
in isotropic (γ = 1) reservoirs (≈ 4 years) is doubled with respect to domains with
anisotropy ratio γ = 1�8 (≈ 2 years).

FIG. 11. Effect of transverse dispersion (�) on the time tσ , i.e., the time required to
dissolve a fraction σ of the initial volume of CO2 injected. For formations with low
dispersion (� > 105), tσ tends asymptotically to the value measured in isotropic
domains in the absence of dispersion (see Fig. 10, γ = 1), represented here by
dashed lines. In domain with high dispersion (� < 10−2), the dissolution is more
efficient than in the absence of dispersion. For intermediate values of dispersion
(10−2 < � < 101), the dissolution rate can drop to 50% of the case with �→∞,
and tσ increases considerably.

as a function of � in Fig. 11. When � > 10, the effect of disper-
sion is overcome by convection. The flow structure is columnar,
and the dissolution rate tends asymptotically to the value obtained
for isotropic reservoirs in the absence of dispersion (dashed lines
in Fig. 11). When � < 10−2, dispersion dominates over molecular
diffusion, the small-scale structures are smoothed, and the flow is
steady. Dispersion produces lateral spreading of the plumes (fan
flow), and the dissolution rate is higher than in the absence of dis-
persion (�→∞). As a result, tσ is lower than in the absence of
dispersion, corresponding to a beneficial effect for the storage pro-
cess. In contrast, for intermediate values of � (i.e., 10−2 < � < 101),
the transition from columnar to fan flowmakes the dissolution drop
up to 50% of the case with �→∞. In this case, the influence of dis-
persion on the storage of CO2 is negative, e.g., t20% can increase from
4 years (no dispersion) to 6 years (� = 5 × 10−2). To conclude, the
early stage of the migration process, analyzed here in terms of tσ , is
sensitive to the transverse dispersion and may influence in a positive
or negative manner the short-term efficiency of the storage process.
The effect of transverse dispersion, similar to that observed for the
anisotropy, influences the dynamics before the contact of the heavy
current with the buoyant current, and it has no remarkable effect
on the lifetime and maximum spread (maximum of the current
nose).

The results reported in this work are relative to the set of
parameters used, and the behavior may significantly change with a
different combination of porous media and fluid properties. How-
ever, this model represents a key tool to quantify the large-scale and
long-term dynamics of gravity currents, which can hardly be pre-
dicted by accurate numerical simulations at the Darcy scale. A fur-
ther advantage of the presented approach consists of the possibility
of accounting for different flow features, such as anisotropy and dis-
persion. The configuration considered consists of a simplified model
of a geological formation, which may be characterized by the pres-
ence of inclined boundaries,56,57 heterogeneities,25,28,29 rock dissolu-
tion,58,59 and chemical reactions.60,61 If properly parametrized (e.g.,
in terms of dissolution rate), these effects can also be included in the

33, 016602-12Phys. Fluids 33, 016602 (2021); doi: 10.1063/5.0031632 
© Author(s) 2021
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Dimensionless equations

50 4. Modelling convection regimes from onset to shutdown

C = 1 , w = 0

z
/
R
a
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@C/@z = 0 , w = 0

Figure 4.1 – Sketch of the computational domain with explicit indication of the
boundary conditions (Eqs. (4.7)-(4.8)) employed. The contour map of the solute
concentration C at a given time instant t is also shown to provide a flow visualization
of the dynamics for the present physical configuration (injection of CO2 from the
upper boundary).
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with P = p + z(⇢⇤
s
/�⇢⇤ � 1) the reduced pressure. Boundary conditions

for the governing equations are as follows: the top wall is an impermeable
boundary characterized by a fixed solute concentration (mimicking the pres-
ence of a saturated solution near the top boundary), whereas the bottom
boundary is an impermeable boundary for both fluid and solute (i.e. no-
flux boundary). Periodicity is applied at the side boundaries (along x). In
dimensionless form, these boundary conditions become:

w = 0 , C = 1 for z = 0 , (4.7)

w = 0 ,
@C

@z
= 0 for z = �Ra . (4.8)

A sketch of the computational domain together with the indication of the
boundary conditions and a contour map of the concentration C at a given
time instant is shown in Fig. 4.1.

The main parameter of the simulation is the Rayleigh-Darcy number,
which is the ratio of di↵usive to convective time scales, defined as

Ra =
gH⇤kv�⇢⇤

µ�D
, (4.9)

where H⇤ represents the domain height. With the proposed scalings, Ra ap-
pears only in the boundary conditions (but not in the governing equations)

6.2. Methodology 81
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being p⇤ and ⇢⇤ the pressure and the local density respectively.
Neglecting the e↵ects of dispersion, solute is redistributed by advection

and di↵usion. If we define the solute di↵usivity D, the solute concentration
C⇤ evolves in time (t⇤) according to
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We consider the fluid density as the only physical property that depends on
concentration through the equation of state
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being ⇢⇤
s
the density of the heavy fluid and C⇤

s
the corresponding concen-

tration, i.e. the concentration of CO2 into the CO2+brine layer, and �⇢
the density di↵erence between the satured brine and the pure brine.

6.2.1 Dimensionless equations

A relevant reference velocity scale for this flow is the free-fall buoyancy
velocity, which is the vertical velocity of a rising light-fluid parcel surrounded
by heavy fluid, W ⇤ = gk�⇢⇤/µ. We adopt as length scale H⇤, even though
is not the unique reference length possible. In order to compare the evolution
of domains with di↵erent sizes, i.e. di↵erent H⇤, sometimes results useful to
define an alternative length scale (see Chap. 4) that will be also discussed
in Sec. 6.3.3. Finally, variables are made dimensionless as in Chap. 3, with
the exception of the concentration
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Note that the absence of the superscript ⇤ is used to represent dimensionless
variables. According to Eq. (6.5), the physical domain width L⇤ becomes
dimensionless as L = L⇤/H⇤ and this quantity represents the domain aspect
ratio. In other words, the dimensionless extensions of the domain are H = 1
and L in vertical and horizontal directions respectively.

Using the above scalings, the dimensionless velocity of the solute is de-
scribed by the equations:
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� C, (6.7)
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with P = p+z(⇢⇤
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is governed by the following equation:
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where appears the main parameter of the simulation, the final (or global)
Rayleigh-Darcy number, defined as

Ra0 =
g�⇢⇤kH⇤

µ�D
, (6.10)

which expresses an inverse di↵usivity (De Paoli et al., 2016) or a dimension-
less layer thickness (De Paoli et al., 2017).

Another key parameters is the mixing length h⇤. It represents the dis-
tance between the rear and the tip of the fingers, the peculiar structures
that dominate the convective phenomena in porous media flows. Few strate-
gies have been adopted in literature to define this parameter, based on local
(De Wit, 2004) (i.e. threshold value) or global (Cabot and Cook, 2006) (i.e.
integral quantities) properties. According to De Wit (2004), we choose to
identify the mixing zone, whose dimensionless extension is h, as the portion
of the domain where " < C(z, t) < 1 � ", with " = 10�2 and being C(z, t)
the horizontally-averaged concentration profile, defined as:

C(z, t) =
1

L

Z
L

0

C(x, z, t)dx . (6.11)

We wish to remark that it is useful to define an instantaneous (also called
e↵ective or current) Rayleigh-Darcy number, Ra, defined on the mixing
length h⇤ rather than on the domain height H⇤, which will be extensively
discussed in Sec. 6.3.

Boundary conditions for the governing equations are as follows: both top
and bottom boundaries are impermeable for both fluid and solute (i.e. no-
flux boundary). In dimensionless form, these boundary conditions become:

w = 0 ,
@C

@z
= 0 for z = 0, 1 . (6.12)

Periodicity is applied at the side boundaries (along x).
A sketch of the computational domain, together with a contour map of

the concentration field at a given time instant t̃ and the indication of the
boundary conditions, is shown in Fig. 6.1a). In Fig.6.1b), the boundary
conditions and the interpretation of the mixing length have been reported.
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Another key parameters is the mixing length h⇤. It represents the dis-
tance between the rear and the tip of the fingers, the peculiar structures
that dominate the convective phenomena in porous media flows. Few strate-
gies have been adopted in literature to define this parameter, based on local
(De Wit, 2004) (i.e. threshold value) or global (Cabot and Cook, 2006) (i.e.
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identify the mixing zone, whose dimensionless extension is h, as the portion
of the domain where " < C(z, t) < 1 � ", with " = 10�2 and being C(z, t)
the horizontally-averaged concentration profile, defined as:

C(z, t) =
1

L

Z
L

0

C(x, z, t)dx . (6.11)

We wish to remark that it is useful to define an instantaneous (also called
e↵ective or current) Rayleigh-Darcy number, Ra, defined on the mixing
length h⇤ rather than on the domain height H⇤, which will be extensively
discussed in Sec. 6.3.

Boundary conditions for the governing equations are as follows: both top
and bottom boundaries are impermeable for both fluid and solute (i.e. no-
flux boundary). In dimensionless form, these boundary conditions become:

w = 0 ,
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= 0 for z = 0, 1 . (6.12)

Periodicity is applied at the side boundaries (along x).
A sketch of the computational domain, together with a contour map of

the concentration field at a given time instant t̃ and the indication of the
boundary conditions, is shown in Fig. 6.1a). In Fig.6.1b), the boundary
conditions and the interpretation of the mixing length have been reported.
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Figure 4.1 – Sketch of the computational domain with explicit indication of the
boundary conditions (Eqs. (4.7)-(4.8)) employed. The contour map of the solute
concentration C at a given time instant t is also shown to provide a flow visualization
of the dynamics for the present physical configuration (injection of CO2 from the
upper boundary).
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with P = p + z(⇢⇤
s
/�⇢⇤ � 1) the reduced pressure. Boundary conditions

for the governing equations are as follows: the top wall is an impermeable
boundary characterized by a fixed solute concentration (mimicking the pres-
ence of a saturated solution near the top boundary), whereas the bottom
boundary is an impermeable boundary for both fluid and solute (i.e. no-
flux boundary). Periodicity is applied at the side boundaries (along x). In
dimensionless form, these boundary conditions become:

w = 0 , C = 1 for z = 0 , (4.7)

w = 0 ,
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= 0 for z = �Ra . (4.8)

A sketch of the computational domain together with the indication of the
boundary conditions and a contour map of the concentration C at a given
time instant is shown in Fig. 4.1.

The main parameter of the simulation is the Rayleigh-Darcy number,
which is the ratio of di↵usive to convective time scales, defined as

Ra =
gH⇤kv�⇢⇤

µ�D
, (4.9)

where H⇤ represents the domain height. With the proposed scalings, Ra ap-
pears only in the boundary conditions (but not in the governing equations)
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Convective dissolution process

What if Ra is 
increased?

50 4. Modelling convection regimes from onset to shutdown
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Figure 4.1 – Sketch of the computational domain with explicit indication of the
boundary conditions (Eqs. (4.7)-(4.8)) employed. The contour map of the solute
concentration C at a given time instant t is also shown to provide a flow visualization
of the dynamics for the present physical configuration (injection of CO2 from the
upper boundary).
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with P = p + z(⇢⇤
s
/�⇢⇤ � 1) the reduced pressure. Boundary conditions

for the governing equations are as follows: the top wall is an impermeable
boundary characterized by a fixed solute concentration (mimicking the pres-
ence of a saturated solution near the top boundary), whereas the bottom
boundary is an impermeable boundary for both fluid and solute (i.e. no-
flux boundary). Periodicity is applied at the side boundaries (along x). In
dimensionless form, these boundary conditions become:

w = 0 , C = 1 for z = 0 , (4.7)

w = 0 ,
@C

@z
= 0 for z = �Ra . (4.8)

A sketch of the computational domain together with the indication of the
boundary conditions and a contour map of the concentration C at a given
time instant is shown in Fig. 4.1.

The main parameter of the simulation is the Rayleigh-Darcy number,
which is the ratio of di↵usive to convective time scales, defined as

Ra =
gH⇤kv�⇢⇤

µ�D
, (4.9)

where H⇤ represents the domain height. With the proposed scalings, Ra ap-
pears only in the boundary conditions (but not in the governing equations)
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Convective dissolution process

Slim, J. Fluid Mech. (2014)
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FIGURE 9. (Colour online) The dissolution flux versus time for Rayleigh numbers
R = 100, 200, 500, 1000, 2000, 5000, 104, 2 ⇥ 104 and 5 ⇥ 104. The first five
dynamical regimes (diffusion through constant flux) are delineated. Transition to the
shut-down regime for each R is indicated by the black curve becoming paler/greener.
The long-dashed curve is the purely diffusive flux (3.1). The short-dashed line is the
constant-flux regime value F = 0.017 from (3.3). The inset shows the time of peel-off
tpeel to the shut-down regime as a function of R with the approximation tpeel = 16R.

there is no apparent vertical length scale, and we may expect (Barenblatt 1996) a
similarity solution in ẑ/(U t̂) = z/t. This argument is only valid if there is also no
horizontal length scale. The horizontal wavenumber is set by a complex interplay
between the induced horizontal velocity field and horizontal diffusion that controls
merging and thus a length scale might be expected. Surprisingly, the observed scaling
is the purely diffusive (Dt̂)1/2, implying there is no length scale and so a similarity
solution is possible. How this scaling arises is unclear (see also Hewitt et al. 2012).
Note that a similarity solution of this form implies a constant flux.

3.6. When and how do H and R matter?
Before plumes impact the base, the flow is parameter-independent: the only role of
R is to determine how many of the R-independent regimes described above are
encountered. After impact, the top portion of the solution is still universal, until
information about the bottom boundary has propagated to the top. This universality is
perhaps most apparent in the flux (figure 9): for a repeatable noisy initial condition,
the curves for different R all overlap until one by one they peel off and commence
decay as the layer saturates and convection shuts down. (At longer times, the overlap
is statistical rather than exact because tiny feedback from the large-scale flow results
in chaotic variations.) Similarly, the evolution of the concentration profile on a slice
just beneath the upper boundary (figure 10) is identical.

After plumes impact the bottom boundary, the layer thickness H becomes a relevant
length scale. Similarly to the argument for the existence of a similarity solution above,

Ra

F = const

hot

cold

Hidalgo et al., Phys. Rev. Lett. (2012)
De Paoli, arxiv https://arxiv.org/abs/2310.01999 
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energy budget
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2D vs 3D convection

We use a vertical coordinate transformation in order to
resolve the diffusive boundary layers at z ¼ 0, 1 which
have an anticipated depth !" Ra#1 [16]. The numerical
simulations are second order in space and time, and have
been extensively benchmarked against previous numerical
results at lower values of Ra [9,10].

For Ra * 1300 [17] the system cannot sustain the large-
scale quasiperiodic roll structure found at lower Ra, which
is broken down as unsteady plumes from the boundaries
drive vigorous columnar exchange flow across the height
of the domain. This transition in the dynamics marks the
start of the ‘‘high-Ra’’ regime. The flow can be divided into
three regions of differing dynamics, as illustrated in Fig. 1.
The interior region is dominated by predominantly vertical
exchange flow, carried in columns or ‘‘megaplumes’’ of a
fairly regular and Ra-dependent wavelength. At the very
top and bottom of the domain are thin diffusive boundary
layers, where intermittent short-wavelength instabilities
drive the growth of small ‘‘protoplumes.’’ Between the
boundary layers and the interior columnar flow is a region
where the dynamics are characterized by the rapid growth
and vigorous mixing of protoplumes. Lateral flushing by
the large-scale flow drives entrainment of the protoplumes
into the interior megaplumes.

In the high-Ra regime the local time-dependent Nusselt
number exhibits chaotic fluctuations about the long-term
time-averaged Nusselt number Nu. A numerical estimate
of Nu is obtained by time averaging until statistical uncer-
tainty in the mean is reduced to within 1%. Figure 2 shows
Nu(Ra) for Ra $ 40 000. The transition to the high-Ra
regime is marked by a sharp discontinuity in Nu at
Ra % 1300; a least-squares fit of the data beyond this point
gives a scaling of Ra" Nu0:95&0:01, in approximate agree-
ment with previous results [10]. However, the inset to
Fig. 2 shows a clear trend in Nu=Ra towards a constant
as Ra increases beyond 10 000, strongly suggesting that the
classical linear scaling is attained asymptotically. Given
that the system is dominated by persistent columnar ex-
change flow across the whole domain (Fig. 1), it is surpris-
ing that the flux seems to be asymptotically independent
of the height of the domain. We find that Nu exhibits no

systematic dependence on the aspect ratio L; the slight
scatter in the measurements of Fig. 2 (inset) is the result of
extremely long-time-scale fluctuations in the number of
megaplumes in the domain.
We can model the interior megaplume flow by an exact

‘‘heat-exchanger’’ solution to (1) and (2) in an unbounded
domain. In this model, vertical advection of a background
linear temperature gradient is exactly balanced by horizon-
tal diffusion between neighboring megaplumes, giving a
steady solution

Tðx; zÞ ¼ T̂ cosðkxÞ # k2

Ra
z; (3)

u ¼ 0; wðxÞ ¼ T̂ cosðkxÞ: (4)

This solution comprises interlocking columnar flow with
amplitude T̂ and a regular horizontal wave number k.
Equation (3) shows that the horizontally averaged

temperature profile is linear. Numerical measurements of
the temporally and horizontally averaged temperature
h !TðzÞi [Fig. 3(a)] agree with this linear behavior in the
interior region. We compare the amplitude of the columnar
flow in the model with the numerical calculations by
measuring the root-mean-square (rms) temperature pertur-
bations and velocity components, Trms, urms, and wrms.
In the heat-exchanger model, Trms ¼ wrms ¼ T̂=

ffiffiffi
2

p
, and

urms ¼ 0. Numerical measurements of Trms, urms, and wrms

at z ¼ 0:5 [Fig. 3(b)] show very good agreement with
this behavior asymptotically.
These measurements, together with movies [18] of the

temperature field, indicate that the vigorously convecting
system is dominated by remarkably persistent columnar
flow, which becomes increasingly ordered and increasingly
well-described by the steady heat-exchanger solution as Ra
increases. Moreover, Fig. 3(b) suggests that T̂ is asymptoti-
cally independent of Ra. This observation agrees with the
indications in Fig. 2 that a linear scaling for Nu(Ra)
is attained asymptotically: since the heat transport is
dominated by advection in the interior, we expect that
Nu" RaðT # !TÞw" RaT̂2 " Ra, if T̂ ¼ Oð1Þ.

FIG. 1 (color online). A snapshot of the temperature field at Ra ¼ 2) 104, illustrating the different regions described in the text.
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Figure 1. Sketch of the computational domain – a cube with side length h⇤ – used to study
Rayleigh-Darcy convection. The flow is heated at the bottom, ✓⇤(y⇤ = 0) = ✓⇤max, and cooled
at the top, ✓⇤(y⇤ = h⇤) = ✓⇤min, and boundaries in the x⇤ and z⇤ directions are assumed to be
periodic. The gravity acceleration (g), points downwards. The temperature distribution ✓⇤ for
the case Ra = 1 ⇥ 104 is also shown for illustrative purposes on the side boundaries and in a
plane very close to the top boundary (i.e. at a distance of 50h⇤/Ra from the top boundary).

computations (Otero et al. 2004; Hewitt et al. 2012; Wen et al. 2012, 2015; De Paoli
et al. 2016) carried out in the range Ra 6 105. Three-dimensional simulations carried
out in recent times up to Ra = 2 ⇥ 104 (Hewitt et al. 2014), also seem to support the
establishment of a shifted linear variation of Nu with Ra. However, given the limited
range of Ra in which data are available, uncertainties remain regarding the actual
establishment of the expected ultimate convection regime, and especially how it is
reached starting from finite Ra (Hewitt 2020).

The quest for the Nu scaling in the high-Ra regime is crucial from a fundamental and
also from an applied viewpoint, as the Rayleigh-Darcy model closely mimics flows in a
number of geophysical applications, with special reference to geological CO2 sequestration
into deep saline aquifers (Hidalgo et al. 2012; Huppert & Neufeld 2014; Riaz & Cinar 2014;
Emami-Meybodi et al. 2015). Real-life instances may exhibit Ra up to⇠ O(105÷106), and
small deviations from the expected ultimate linear scaling can produce large di↵erences
in the overall predicted transfer flux and in the corresponding cumulative time integral
(Slim 2014; De Paoli et al. 2016, 2017).

The goal of the present work is to investigate the high-Ra range of Rayleigh-Darcy
convection, using a database of three-dimensional numerical simulations up to Ra =
8⇥ 104. Our aim is to extract reliable trends for the Nusselt number in a wide range of
Ra, and possibly to infer robust asymptotic estimates for the ultimate linear regime.

2. Methodology

We consider a fluid-saturated porous medium in a three-dimensional domain (see
figure 1) with uniform porosity � and uniform permeability . The flow, which is
incompressible and governed by the Darcy law, is characterized by an unstable density
di↵erence (�⇢⇤) induced by heating the flow from the bottom and cooling it from the
top. Indicating with x⇤, z⇤ the horizontal directions, with y⇤ the vertical direction (along
which gravity acceleration g is directed), and with ✓⇤ the fluid temperature, the physical
instance we consider corresponds to a fluid-saturated cubic volume with side length

3D convection little explored compared to the 2D 
case due to huge computational costs
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h⇤ heated at the bottom below, ✓⇤(y⇤ = 0) = ✓⇤max, and cooled at the top above,
✓⇤(y⇤ = h⇤) = ✓⇤min. The evolution of the temperature field is controlled by the advection-
di↵usion equation

�
@✓⇤

@t⇤
+r · (u⇤✓⇤ � �Dr✓⇤) = 0 , (2.1)

where t⇤ is time, u⇤ = (u⇤, v⇤, w⇤) is the volume-averaged velocity field and D is the
thermal di↵usivity, which is considered constant here. The superscript ⇤ is used to
indicate dimensional variables. We assume that fluid density, ⇢⇤, is a linear function
of temperature,

⇢⇤(✓⇤) = ⇢⇤(✓⇤min)��⇢⇤
✓⇤ � ✓⇤min

✓⇤max � ✓⇤min

, (2.2)

with �⇢⇤ = ⇢⇤(✓⇤min) � ⇢⇤(✓⇤max). Assuming validity of the Boussinesq approxima-
tion (Landman & Schotting 2007; Zonta & Soldati 2018), the flow field is fully described
by the continuity and Darcy equations

r · u⇤ = 0 , u⇤ = �


µ
(rP ⇤ + ⇢⇤gj) , (2.3)

with µ the fluid viscosity (constant), P ⇤ the pressure, and j the vertical unit vector. The
walls are assumed to be impermeable and isothermal, and periodicity is assumed in the
wall-parallel directions.

2.1. Dimensionless equations

Natural velocity and length scales for the system are the buoyancy velocity, V ⇤ =
g�⇢⇤/µ, and the domain height, h⇤, respectively. Using the following set of dimension-
less variables,

✓ =
✓⇤ � ✓⇤min

✓⇤max � ✓⇤min

, t =
t⇤

�h⇤/V ⇤ , P =
P ⇤

�⇢⇤gh⇤ , (2.4)

and introducing the reduced pressure p⇤, we obtain the dimensionless form of the
governing equations (2.1),(2.3):

@✓

@t
+r ·

✓
u✓ �

1

Ra
r✓

◆
= 0, (2.5)

r · u = 0 , u = � (rp� ✓j) , (2.6)

where Ra = g�⇢⇤h⇤/(�Dµ) = V ⇤h⇤/(�D) is the Rayleigh-Darcy number. The wall
boundary conditions for velocity and temperature then read as

v(y = 0) = 0 , ✓(y = 0) = 1, (2.7a)

v(y = 1) = 0 , ✓(y = 1) = 0. (2.7b)

As previously mentioned, for the physical system investigated here, the buoyancy
velocity V ⇤ is a natural reference velocity scale (Fu et al. 2013; Wen et al. 2018). At the
same time, a possible reference length scale is the thickness of the porous layer x⇤

c = h⇤

(convective scaling). However, an alternative choice for the reference length scale, which is
perhaps more related to the physics of the phenomena under investigation, is x⇤

d = �D/V ⇤

(di↵usive-convective scaling). Note that x⇤
d represents the length over which advection

and di↵usion balance (Slim 2014), and is independent of the physical domain thickness.
When rescaled in the latter way, dimensions are bound in the range x⇤/x⇤

d 2 [0,Ra], and
comparison between simulations at di↵erent Ra is easier. For this reason, lengths in this
paper are rescaled with respect to x⇤

d. Furthermore, introduction of this length scale also
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Equations

Pirozzoli, De Paoli, Zonta & Soldati, J. Fluid Mech. (2021)
De Paoli, Pirozzoli, Zonta & Soldati, J. Fluid Mech. (2022)

See also Hewitt, Neufeld & Lister, J. Fluid Mech. (2014)

Boundary conditions

Simulations performed
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Simulation Ra ;G/;H ⇥ ;I/;H #G ⇥ #I ⇥ #H Nu \rms (H = 1/2)

Ra1 1.0 ⇥ 103 4 ⇥ 4 384 ⇥ 384 ⇥ 32 11.14 0.1112
Ra2 2.5 ⇥ 103 4 ⇥ 4 768 ⇥ 768 ⇥ 64 28.56 0.1094
Ra5 5.0 ⇥ 103 4 ⇥ 4 1536 ⇥ 1536 ⇥ 128 52.20 0.1036
Ra7 7.5 ⇥ 103 4 ⇥ 4 2304 ⇥ 2304 ⇥ 192 75.73 0.1019
Ra10 1 ⇥ 104 1 ⇥ 1 768 ⇥ 768 ⇥ 256 99.84 0.1011
Ra20 2 ⇥ 104 1 ⇥ 1 1536 ⇥ 1536 ⇥ 512 193.17 0.0991
Ra30 3 ⇥ 104 1 ⇥ 1 2304 ⇥ 2304 ⇥ 768 281.14 0.0972
Ra40 4 ⇥ 104 1 ⇥ 1 3072 ⇥ 3072 ⇥ 1024 370.17 0.0966
Ra80 8 ⇥ 104 1 ⇥ 1 6144 ⇥ 6144 ⇥ 2048 709.00 0.0950

Table 1: Summary of numerical simulations performed in the present study. For each simulation, we
explicitly report Rayleigh number Ra, domain size ;G/;H ⇥ ;I/;H ⇥ 1 and grid resolution #G ⇥ #I ⇥ #H .
Additional simulations at Ra = 1 ⇥ 104, not reported here, have been run for 5 di�erent values of the aspect
ratio (see table 2). Nusselt number, Nu, and time- and space-averaged temperature rms at the midplane,
\rms (H = 1/2), are also reported.

22

(b) Ra = 1000

(c) Ra = 10000

(d) Ra = 80000

Figure 2: (a) Compensated Nusselt number as a function of Rayleigh number. Results obtained by Pirozzoli
et al. (2021) and present numerical simulations are shown by filled circles (•) and diamonds (⌥) for three-
dimensional and two-dimensional simulations respectively. The black solid line indicates the proposed
correlation Nu/Ra = 0.0081 + 0.067Ra�0.39 (see also Pirozzoli et al. 2021). Data obtained in previous
works, in both two-dimensional (Hewitt et al. 2012; De Paoli et al. 2016; Wen et al. 2015) (⇤, O and ù,
respectively) and three-dimensional (Hewitt et al. 2014) (4) simulations are shown with open symbols. The
scaling law Nu/Ra = 0.0069 + 2.75/Ra proposed by Hewitt et al. (2012) for the two-dimensional case, is
shown with a solid red line. Modifications of the flow structure with Ra is shown in the insets, in terms of
the temperature distribution in vertical slices at Ra = 103 (b), Ra = 104 (c) and Ra = 8 ⇥ 104 (d).
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Figure 1: Sketch of the computational domain – with dimensions l⇤x , l⇤y and l⇤z – used to
study Rayleigh-Darcy convection. The flow is heated at the bottom, �⇤(y⇤ = 0) = �⇤max,
and cooled at the top, �⇤(y⇤ = l⇤y) = �⇤min, and boundaries in the x⇤ and z⇤ directions are
assumed to be periodic. The gravity acceleration (g), points downwards. The temperature
distribution �⇤ for the case Ra = 8 ⇥ 104 is also shown for illustrative purposes on the side

boundaries and in a plane very close to the top boundary (i.e. at a distance of 50l⇤y/Ra
from the top boundary).

in the overall predicted transfer flux and in the corresponding cumulative time integral Slim37
(2014); De Paoli et al. (2016, 2017).38

Object of the present work is to investigate the unexplored range of high-Ra Rayleigh-39
Darcy convection, with an original and consistent dataset obtained by leading edge three-40
dimensional numerical simulations up to the unprecedented Ra = 80 ⇥ 103. Our aim is to41
obtain evidence of the ultimate regime and to determine the corresponding scaling exponent42
�. We clearly demonstrate that only for Ra > 20 ⇥ 103 does the ultimate regime set in, and43
we further establish that the scaling of Nu with Ra in the ultimate regime is sublinear: the44
new proposed scaling law is Nu ⇠ Ra0.94.45

The goal of the present work is to investigate the high-Ra range of Rayleigh-Darcy46
convection, using a database of three-dimensional numerical simulations up to Ra = 8⇥104.47
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scales as : ⇠ Ra0.52±0.05 in the core part of the domain, and as : ⇠ Ra�1 in the near-boundary86

region. In a recent study (Pirozzoli et al. 2021), we have pushed the limit of three-dimensional87

numerical simulations to Ra = 8 ⇥ 104 and, relying also on sound theoretical predictions88

regarding the asymptotic behavior of Nu, we have shown that its variation at finite Ra can89

be well characterized in terms of sublinear deviations from the linear asymptotic trend. The90

goal of the present work is to exploit the large numerical dataset which we have generated91

to o�er a thorough characterization of the fine- and large-scale structures of the flow in92

three-dimensional domains, at Ra up to 8 ⇥ 104. In particular, we focus on the relationship93

between large megaplumes dominating the interior part of the domain, and the persistent94

supercells observed near the boundaries, and we propose reliable parametrizations which95

can help the development of models for the asymptotic flow structure and the corresponding96

heat/mass transfer fluxes.97

2. Methodology98

With reference to figure 1, we consider a three-dimensional fluid-saturated porous medium99

with uniform porosity q and uniform permeability ^. The origin of the coordinate system100

is located at the bottom of the domain, and the G
⇤
, I

⇤ axis point along the two horizontal101

directions, whereas the H
⇤ axis points along the vertical direction (along which gravity 6 is102

directed). A positive temperature di�erence �\⇤ = \
⇤
max � \

⇤

min is maintained between the top103

and the bottom boundaries by heating the flow from the bottom and cooling it from the top.104

We consider that fluid density, d⇤, is a linear function of temperature,105
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with �d⇤ = d
⇤
(\

⇤

min)� d
⇤
(\

⇤
max). Assuming validity of the Boussinesq approximation (Land-107

man & Schotting 2007; Zonta & Soldati 2018), the flow is incompressible and governed by108

the Darcy’s law109

r · u
⇤ = 0 , u

⇤ = �
^

`

(r%
⇤
+ d

⇤
6j) , (2.2)110

with ` the fluid viscosity (constant), u
⇤ = (D

⇤
, E

⇤
,F

⇤
) the volume-averaged velocity field,111

%
⇤ the pressure, and j the vertical unit vector.112

The evolution of the temperature field is controlled by the advection-di�usion equation113

q
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� q⇡r\

⇤
) = 0 , (2.3)114

where C
⇤ is time, and ⇡ is the thermal di�usivity, which is considered constant here. The115

superscript ⇤ is used to indicate dimensional variables. The top and bottom boundaries116

are impermeable and isothermal. Periodicity is assumed in the directions parallel to the117

boundaries.118

2.1. Dimensionless equations119

For the present flow configuration, in which buoyancy forces drive the primary flow motion120

in the vertical direction, natural velocity, temperature, and length reference scales are the121

temperature di�erence, �\⇤, the buoyancy velocity +
⇤ = 6�d⇤^/`, and the domain height,122
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H
, respectively (Fu et al. 2013; Wen et al. 2018). Accordingly, dimensionless variables read123
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Introducing the reduced pressure ?
⇤, we obtain the dimensionless form of the governing126

equations (2.3)-(2.2):127

m\

mC

+ r ·

✓
u\ �

1
Ra

r\

◆
= 0, (2.5)128

129

r · u = 0 , u = � (r? � \j) , (2.6)130

where Ra = 6�d⇤^;⇤
H
/(q⇡`) = +

⇤
;
⇤
H
/(q⇡) is the Rayleigh-Darcy number. The boundary

conditions for velocity and temperature then read as

E(H = 0) = 0 , \ (H = 0) = 1, (2.7a)

E(H = 1) = 0 , \ (H = 1) = 0. (2.7b)

Naturally, the previous choice of reference scales in not unique. A suitable, alternative131

choice is to take G
⇤

3
= q⇡/+

⇤ as a reference length scale (while keeping the same reference132

temperature and velocity scales). This gives the so-called di�usive-convective scaling, in133

contrast with the convective scaling presented above. From a physical viewpoint, G⇤
3

denotes134

the length over which advection and di�usion balance (Slim 2014), and is independent of135

the physical domain thickness. When rescaled in the latter way, dimensions are bound in the136

range G⇤/G⇤
3
2 [0,Ra], and comparison between simulations at di�erent Ra is easier. For this137

reason, lengths in this paper are rescaled with respect to G
⇤

3
. Furthermore, introduction of this138

length scale also yields another interpretation of the Rayleigh-Darcy number, Ra = ;
⇤
H
/G

⇤

3
,139

which may be regarded as the dimensionless height of the domain (Slim 2014).140

2.2. Computational details141

The numerical simulations rely on the modified version of a second-order finite-di�erence142

incompressible flow solver, based on staggered arrangement of the flow variables (Orlandi143
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and cooled at the top, �⇤(y⇤ = l⇤y) = �⇤min, and boundaries in the x⇤ and z⇤ directions are
assumed to be periodic. The gravity acceleration (g), points downwards. The temperature
distribution �⇤ for the case Ra = 8 ⇥ 104 is also shown for illustrative purposes on the side

boundaries and in a plane very close to the top boundary (i.e. at a distance of 50l⇤y/Ra
from the top boundary).
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scales as : ⇠ Ra0.52±0.05 in the core part of the domain, and as : ⇠ Ra�1 in the near-boundary86

region. In a recent study (Pirozzoli et al. 2021), we have pushed the limit of three-dimensional87

numerical simulations to Ra = 8 ⇥ 104 and, relying also on sound theoretical predictions88

regarding the asymptotic behavior of Nu, we have shown that its variation at finite Ra can89

be well characterized in terms of sublinear deviations from the linear asymptotic trend. The90

goal of the present work is to exploit the large numerical dataset which we have generated91

to o�er a thorough characterization of the fine- and large-scale structures of the flow in92

three-dimensional domains, at Ra up to 8 ⇥ 104. In particular, we focus on the relationship93

between large megaplumes dominating the interior part of the domain, and the persistent94

supercells observed near the boundaries, and we propose reliable parametrizations which95

can help the development of models for the asymptotic flow structure and the corresponding96

heat/mass transfer fluxes.97

2. Methodology98

With reference to figure 1, we consider a three-dimensional fluid-saturated porous medium99

with uniform porosity q and uniform permeability ^. The origin of the coordinate system100

is located at the bottom of the domain, and the G
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Figure 10. Temperature distributions in a near-boundary plane (a–d) and in the flow centreplane (e–h).

dimensionless convective units, is also observed at the flow centreplane, see figure 10(e–h).
However, and different from what happens near the boundary, no signature of small-scale
structures is evident at the centreplane, which is dominated by tall columnar megaplumes
which span the whole flow thickness, and which are clearly visible as vertical yellow
stripes in figure 2(b–d).

Obtaining a quantitative estimate of the size of the dominant flow structures near
the boundaries and at the flow centreplane is obviously important on account of their
influence on the overall heat transfer mechanisms. For that purpose we consider the
two-dimensional spectral density of the temperature field, E(kx, kz), where kx, kz are the
horizontal wavenumbers, and we define a mean radial wavenumber as (Hewitt et al. 2014)

kr( y) =
〈

∫ ∫ √
k2

x + k2
z E(kx, kz) dx dz

∫ ∫
E(kx, kz) dx dz

〉

. (5.1)
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Figure 11: Mean radial wavenumber :A (solid lines and symbols) of the temperature distribution, determined
after equation (5.1). The results computed in the center (H = 1/2, filled symbols) and in the near-boundary
region (H = 50/Ra, empty symbols) are reported. The best fits obtained (dashed lines) are :A = 0.25Ra0.49

and :A = 0.045Ra0.81, for center and near-boundary respectively.

in size at increasing Ra when shown in dimensionless convective units, is also observed363

at the flow centreplane, see figure 10(e-h). However, and di�erent from what happens near364

the boundary, no signature of small-scale structures is evident at the centreplane, which is365

dominated by tall columnar megaplumes which span the whole flow thickness, and which366

are well visible as vertical yellow stripes in figure 2(b-d).367

Obtaining a quantitative estimate of the size of the dominant flow structures near368

the boundaries and at the flow centreplane is obviously important on account of their369

influence on the overall heat transfer mechanisms. For that purpose we consider the two-370

dimensional spectral density of the temperature field, ⇢ (:G , :I), where :G , :I are the371

horizontal wavenumbers, and we define a mean radial wavenumber as (Hewitt et al. 2014)372

:A (H) =
⌧ Ø Ø q

:
2
G
+ :

2
I
⇢ (:G , :I) dGdIØ Ø

⇢ (:G , :I) dGdI

�
. (5.1)373

The latter quantity can then be interpreted as a measure of the inverse size of the dominant374

structures at a given vertical position. The values of :A in the near-wall plane and at the flow375

centreplane are reported in figure 11 as a function of Ra.376

Near the boundary, power-law fitting of the simulations data for 103 6 Ra 6 8 ⇥ 104,377

yields the scaling378

:A (H = 50/Ra) ⇡ 0.045Ra0.81 , (5.2)379

where taking a 95% confidence interval, the value of the fitting exponent is 0.8057± 0.0174.380

This result seems to fall short of the linear scaling reported by Hewitt et al. (2014), which was381

arrived at by assuming that the horizontal size of the near-boundary plumes scales with the382

boundary layer thickness, hence as ⇠ 1/Nu. Given that, in the ultimate regime, Nu ⇠ Ra, it383

would follow that :A ⇠ Ra. However, in our previous work (Pirozzoli et al. 2021) we noticed384

that such ultimate regime would probably set in at Ra ⇡ 5 ⇥ 105, well beyond the range of385

Ra currently accessible to numerical simulations. Hence, deviations from such asymptotic386

scaling are plausible.387

At the flow centreplane, data fitting of our results yields388

:A (H = 1/2) ⇡ 0.25Ra0.49 , (5.3)389
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Dimensional transition

3D 2D??????

confined 
dimension

De Paoli https://arxiv.org/abs/2310.01999
Boffetta and Borgnino, Phil. Trans. R. Soc. A (2021)
Borgnino et al., Phys. Rev. Fluids (2021)

https://arxiv.org/abs/2310.01999
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Assessment of domain size effects
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Scalings of convection and finite-size effect

Theory: linear scaling Sh = F Ra ～ Ra is expected (see review of Hewitt, 2020)
Porous media experiments: Sh ～ Ra#, , < 1 (Neufeld et al., Geophys. Res. Lett. 2010)
Hele-Shaw experiments: Sh ～ Ra#, , < 1 (Backhaus et al., Phys. Rev. Lett. 2011)

Darcy simulations: Sh ～ Ra (Hidalgo et al., Phys. Rev. Lett. 2012)

See De Paoli https://arxiv.org/abs/2310.01999 for a detailed discussion

or viscous-fingering instabilities [23]. The scalar dissipa-
tion rate may also inform about the time evolution of the
mixing length of the flow, which has been shown to exhibit
a universal signature in turbulent flows [24] and heteroge-
neous porous media [25].

Equation (4) exposes the fundamental relationship
among mixing rate, dissolution flux, and mean scalar dis-
sipation rate, and makes it evident that any Rayleigh-
number power-law dependence of the dissolution flux F
must be reflected also in themean scalar dissipation rate h!i.

The link to the scalar dissipation rate is particularly
useful to characterize the time evolution in the analogue-
fluid model. In this case, there is no proper dissolution flux
but, rather, a convection-dominated mixing of the two
initial miscible fluids. Since all boundaries are no-flux
boundaries, the mean concentration hci is constant, and
the equation for the mean square concentration reduces to

@thc2i ¼ "2h!i: (5)

Analyzing h!i provides a fundamentally new way to char-
acterize the macroscopic evolution of convective mixing,
and a rigorous way to quantify any dependence on Ra.

We perform high-resolution computer simulations of the
governing equations (1), for both the canonical model and
the analogue-fluid model. We employ the so-called stream
function—vorticity formulation, in which the equation for
the stream function and the ADE transport equation are
solved sequentially at each time step [26]. We solve the
stream function equation using a spectral method [9,27],
and the concentration equation using a sixth-order compact
finite difference discretization and a third-order Runge-
Kutta time-stepping scheme [26]. We trigger the density-
driven instability by introducing a small perturbation on
the concentration at the boundary (for the canonical sys-
tem) or the horizontal initial interface (for the analogue-
fluid system), as it is commonly done [9,14,15].

The results of a typical simulation are shown in Fig. 1.
The morphology of the convective instability is well known
[9,15,17,18]: after an onset period inwhich a diffusion layer
builds up between the two fluids, the layer develops a one-
sided instability in which downward-moving protrusions
grow exponentially, eventually developing into bloblike
fingers with thin necks at the roots of the fingers; these
fingers then interact, merging into each other, and coarsen-
ing in such a way that well-developed fingers then attract
newly formed fingers [Fig. 1(a)]. A snapshot of the simu-
lated scalar dissipation rate ! illustrates that the regions
where the fluids are actively mixing coincidewith the edges
of the density-driven fingers [Fig. 1(b)]. This behavior is
supported qualitatively by laboratory experiments with a
PG-water system in an Hele-Shaw cell [Fig. 1(c)].

In Fig. 2 we plot the time evolution of the mean scalar
dissipation rate for both the canonical Rayleigh-Bénard-
Darcy model and the analogue-fluid model, and for differ-
ent values of Ra. For each case, there is a regime of

constant rate of scalar dissipation. That period extends,
roughly, from dimensionless time t ¼ 1 to t ¼ 6, which
is about twice the time that it takes for the fingers to reach
the bottom of the domain, indeed highlighting the convec-
tive nature of the dissolution process. It is interesting that
the scalar dissipation rate for the boundary-driven dissolu-
tion case is approximately twice as large as that for the
analogue-fluid model, in analogy with the diffusive flux for
one-dimensional diffusion from a one-sided boundary
problem vs two-sided diffusion from an initial sharp
discontinuity.
We compute the time-averaged mean scalar dissipation

rate h!i during the time period of constant dissolution flux
(t 2 ½1; 6$ for the canonical model and t 2 ½2; 8$ for
the analogue-fluid model). For simulations with high Ra
(> 5000), the scalar dissipation rate appears to be inde-
pendent of Ra (Fig. 2, inset). Given the fluctuations of the
mean scalar dissipation rate over time, one cannot reject
the null hypothesis that the dissolution flux is independent

of the Rayleigh number. Indeed, we fit a power law to h!i
obtained from the high-resolution simulations as a function
of Ra. This yields a best fit (with 95% confidence bounds)

h!i % ð0:0120' 0:0013ÞRaþ0:031'0:012 for the canonical

model, and h!i % ð0:0072' 0:0012ÞRa"0:017'0:017 for the
analogue-fluid model. These results provide conclusive
evidence that the classical Darcy-Boussinesq model of
convective mixing predicts a regime in which the dissolu-
tion flux and subsequent mixing is constant and, in the
range of high Ra, independent of the Rayleigh number.
However, recent experimental studies using analogue

fluids, like methanol-ethylene glycol and water (MEG-
water) [15] and propylene glycol and water (PG-water)

(a) (b) (c) 0 1 cm

FIG. 1. (a) Snapshot of the concentration c at dimensionless
time t ¼ 1 from a simulation of the analogue-fluid system with
Ra ¼ 10000 and constant viscosity (R ¼ 0). A computational
grid of 512* 1536 cells was used, and only a small window of
the simulation domain is shown. (b) Corresponding snapshot of
the scalar dissipation rate !, for the same simulation as that in
(a). Here, dark color corresponds to high values of !, and
indicates regions of active mixing. (c) Snapshot of a surrogate
of the scalar dissipation rate ! ¼ rc +Dmrc (obtained from
light intensity) from a laboratory experiment with a PG-water
system in a Hele-Shaw cell, illustrating that mixing is primarily
confined to narrow layers along the edges of the horizontal
interface and the density-driven fingers.
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or viscous-fingering instabilities [23]. The scalar dissipa-
tion rate may also inform about the time evolution of the
mixing length of the flow, which has been shown to exhibit
a universal signature in turbulent flows [24] and heteroge-
neous porous media [25].

Equation (4) exposes the fundamental relationship
among mixing rate, dissolution flux, and mean scalar dis-
sipation rate, and makes it evident that any Rayleigh-
number power-law dependence of the dissolution flux F
must be reflected also in themean scalar dissipation rate h!i.

The link to the scalar dissipation rate is particularly
useful to characterize the time evolution in the analogue-
fluid model. In this case, there is no proper dissolution flux
but, rather, a convection-dominated mixing of the two
initial miscible fluids. Since all boundaries are no-flux
boundaries, the mean concentration hci is constant, and
the equation for the mean square concentration reduces to

@thc2i ¼ "2h!i: (5)

Analyzing h!i provides a fundamentally new way to char-
acterize the macroscopic evolution of convective mixing,
and a rigorous way to quantify any dependence on Ra.

We perform high-resolution computer simulations of the
governing equations (1), for both the canonical model and
the analogue-fluid model. We employ the so-called stream
function—vorticity formulation, in which the equation for
the stream function and the ADE transport equation are
solved sequentially at each time step [26]. We solve the
stream function equation using a spectral method [9,27],
and the concentration equation using a sixth-order compact
finite difference discretization and a third-order Runge-
Kutta time-stepping scheme [26]. We trigger the density-
driven instability by introducing a small perturbation on
the concentration at the boundary (for the canonical sys-
tem) or the horizontal initial interface (for the analogue-
fluid system), as it is commonly done [9,14,15].

The results of a typical simulation are shown in Fig. 1.
The morphology of the convective instability is well known
[9,15,17,18]: after an onset period inwhich a diffusion layer
builds up between the two fluids, the layer develops a one-
sided instability in which downward-moving protrusions
grow exponentially, eventually developing into bloblike
fingers with thin necks at the roots of the fingers; these
fingers then interact, merging into each other, and coarsen-
ing in such a way that well-developed fingers then attract
newly formed fingers [Fig. 1(a)]. A snapshot of the simu-
lated scalar dissipation rate ! illustrates that the regions
where the fluids are actively mixing coincidewith the edges
of the density-driven fingers [Fig. 1(b)]. This behavior is
supported qualitatively by laboratory experiments with a
PG-water system in an Hele-Shaw cell [Fig. 1(c)].

In Fig. 2 we plot the time evolution of the mean scalar
dissipation rate for both the canonical Rayleigh-Bénard-
Darcy model and the analogue-fluid model, and for differ-
ent values of Ra. For each case, there is a regime of

constant rate of scalar dissipation. That period extends,
roughly, from dimensionless time t ¼ 1 to t ¼ 6, which
is about twice the time that it takes for the fingers to reach
the bottom of the domain, indeed highlighting the convec-
tive nature of the dissolution process. It is interesting that
the scalar dissipation rate for the boundary-driven dissolu-
tion case is approximately twice as large as that for the
analogue-fluid model, in analogy with the diffusive flux for
one-dimensional diffusion from a one-sided boundary
problem vs two-sided diffusion from an initial sharp
discontinuity.
We compute the time-averaged mean scalar dissipation

rate h!i during the time period of constant dissolution flux
(t 2 ½1; 6$ for the canonical model and t 2 ½2; 8$ for
the analogue-fluid model). For simulations with high Ra
(> 5000), the scalar dissipation rate appears to be inde-
pendent of Ra (Fig. 2, inset). Given the fluctuations of the
mean scalar dissipation rate over time, one cannot reject
the null hypothesis that the dissolution flux is independent

of the Rayleigh number. Indeed, we fit a power law to h!i
obtained from the high-resolution simulations as a function
of Ra. This yields a best fit (with 95% confidence bounds)

h!i % ð0:0120' 0:0013ÞRaþ0:031'0:012 for the canonical

model, and h!i % ð0:0072' 0:0012ÞRa"0:017'0:017 for the
analogue-fluid model. These results provide conclusive
evidence that the classical Darcy-Boussinesq model of
convective mixing predicts a regime in which the dissolu-
tion flux and subsequent mixing is constant and, in the
range of high Ra, independent of the Rayleigh number.
However, recent experimental studies using analogue

fluids, like methanol-ethylene glycol and water (MEG-
water) [15] and propylene glycol and water (PG-water)

(a) (b) (c) 0 1 cm

FIG. 1. (a) Snapshot of the concentration c at dimensionless
time t ¼ 1 from a simulation of the analogue-fluid system with
Ra ¼ 10000 and constant viscosity (R ¼ 0). A computational
grid of 512* 1536 cells was used, and only a small window of
the simulation domain is shown. (b) Corresponding snapshot of
the scalar dissipation rate !, for the same simulation as that in
(a). Here, dark color corresponds to high values of !, and
indicates regions of active mixing. (c) Snapshot of a surrogate
of the scalar dissipation rate ! ¼ rc +Dmrc (obtained from
light intensity) from a laboratory experiment with a PG-water
system in a Hele-Shaw cell, illustrating that mixing is primarily
confined to narrow layers along the edges of the horizontal
interface and the density-driven fingers.
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Scalings of convection and finite-size effect

Theory: linear scaling Sh ～ Ra is expected (see review of Hewitt, 2020)
Porous media experiments: Sh ～ Ra#, , < 1 (Neufeld et al., Geophys. Res. Lett. 2010)
Hele-Shaw experiments: Sh ～ Ra#, , < 1 (Backhaus et al., Phys. Rev. Lett. 2011)

Darcy simulations: Sh ～ Ra (Hidalgo et al., Phys. Rev. Lett. 2012)

See De Paoli https://arxiv.org/abs/2310.01999 for a detailed discussion

or viscous-fingering instabilities [23]. The scalar dissipa-
tion rate may also inform about the time evolution of the
mixing length of the flow, which has been shown to exhibit
a universal signature in turbulent flows [24] and heteroge-
neous porous media [25].

Equation (4) exposes the fundamental relationship
among mixing rate, dissolution flux, and mean scalar dis-
sipation rate, and makes it evident that any Rayleigh-
number power-law dependence of the dissolution flux F
must be reflected also in themean scalar dissipation rate h!i.

The link to the scalar dissipation rate is particularly
useful to characterize the time evolution in the analogue-
fluid model. In this case, there is no proper dissolution flux
but, rather, a convection-dominated mixing of the two
initial miscible fluids. Since all boundaries are no-flux
boundaries, the mean concentration hci is constant, and
the equation for the mean square concentration reduces to

@thc2i ¼ "2h!i: (5)

Analyzing h!i provides a fundamentally new way to char-
acterize the macroscopic evolution of convective mixing,
and a rigorous way to quantify any dependence on Ra.

We perform high-resolution computer simulations of the
governing equations (1), for both the canonical model and
the analogue-fluid model. We employ the so-called stream
function—vorticity formulation, in which the equation for
the stream function and the ADE transport equation are
solved sequentially at each time step [26]. We solve the
stream function equation using a spectral method [9,27],
and the concentration equation using a sixth-order compact
finite difference discretization and a third-order Runge-
Kutta time-stepping scheme [26]. We trigger the density-
driven instability by introducing a small perturbation on
the concentration at the boundary (for the canonical sys-
tem) or the horizontal initial interface (for the analogue-
fluid system), as it is commonly done [9,14,15].

The results of a typical simulation are shown in Fig. 1.
The morphology of the convective instability is well known
[9,15,17,18]: after an onset period inwhich a diffusion layer
builds up between the two fluids, the layer develops a one-
sided instability in which downward-moving protrusions
grow exponentially, eventually developing into bloblike
fingers with thin necks at the roots of the fingers; these
fingers then interact, merging into each other, and coarsen-
ing in such a way that well-developed fingers then attract
newly formed fingers [Fig. 1(a)]. A snapshot of the simu-
lated scalar dissipation rate ! illustrates that the regions
where the fluids are actively mixing coincidewith the edges
of the density-driven fingers [Fig. 1(b)]. This behavior is
supported qualitatively by laboratory experiments with a
PG-water system in an Hele-Shaw cell [Fig. 1(c)].

In Fig. 2 we plot the time evolution of the mean scalar
dissipation rate for both the canonical Rayleigh-Bénard-
Darcy model and the analogue-fluid model, and for differ-
ent values of Ra. For each case, there is a regime of

constant rate of scalar dissipation. That period extends,
roughly, from dimensionless time t ¼ 1 to t ¼ 6, which
is about twice the time that it takes for the fingers to reach
the bottom of the domain, indeed highlighting the convec-
tive nature of the dissolution process. It is interesting that
the scalar dissipation rate for the boundary-driven dissolu-
tion case is approximately twice as large as that for the
analogue-fluid model, in analogy with the diffusive flux for
one-dimensional diffusion from a one-sided boundary
problem vs two-sided diffusion from an initial sharp
discontinuity.
We compute the time-averaged mean scalar dissipation

rate h!i during the time period of constant dissolution flux
(t 2 ½1; 6$ for the canonical model and t 2 ½2; 8$ for
the analogue-fluid model). For simulations with high Ra
(> 5000), the scalar dissipation rate appears to be inde-
pendent of Ra (Fig. 2, inset). Given the fluctuations of the
mean scalar dissipation rate over time, one cannot reject
the null hypothesis that the dissolution flux is independent

of the Rayleigh number. Indeed, we fit a power law to h!i
obtained from the high-resolution simulations as a function
of Ra. This yields a best fit (with 95% confidence bounds)

h!i % ð0:0120' 0:0013ÞRaþ0:031'0:012 for the canonical

model, and h!i % ð0:0072' 0:0012ÞRa"0:017'0:017 for the
analogue-fluid model. These results provide conclusive
evidence that the classical Darcy-Boussinesq model of
convective mixing predicts a regime in which the dissolu-
tion flux and subsequent mixing is constant and, in the
range of high Ra, independent of the Rayleigh number.
However, recent experimental studies using analogue

fluids, like methanol-ethylene glycol and water (MEG-
water) [15] and propylene glycol and water (PG-water)

(a) (b) (c) 0 1 cm

FIG. 1. (a) Snapshot of the concentration c at dimensionless
time t ¼ 1 from a simulation of the analogue-fluid system with
Ra ¼ 10000 and constant viscosity (R ¼ 0). A computational
grid of 512* 1536 cells was used, and only a small window of
the simulation domain is shown. (b) Corresponding snapshot of
the scalar dissipation rate !, for the same simulation as that in
(a). Here, dark color corresponds to high values of !, and
indicates regions of active mixing. (c) Snapshot of a surrogate
of the scalar dissipation rate ! ¼ rc +Dmrc (obtained from
light intensity) from a laboratory experiment with a PG-water
system in a Hele-Shaw cell, illustrating that mixing is primarily
confined to narrow layers along the edges of the horizontal
interface and the density-driven fingers.
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or viscous-fingering instabilities [23]. The scalar dissipa-
tion rate may also inform about the time evolution of the
mixing length of the flow, which has been shown to exhibit
a universal signature in turbulent flows [24] and heteroge-
neous porous media [25].

Equation (4) exposes the fundamental relationship
among mixing rate, dissolution flux, and mean scalar dis-
sipation rate, and makes it evident that any Rayleigh-
number power-law dependence of the dissolution flux F
must be reflected also in themean scalar dissipation rate h!i.

The link to the scalar dissipation rate is particularly
useful to characterize the time evolution in the analogue-
fluid model. In this case, there is no proper dissolution flux
but, rather, a convection-dominated mixing of the two
initial miscible fluids. Since all boundaries are no-flux
boundaries, the mean concentration hci is constant, and
the equation for the mean square concentration reduces to

@thc2i ¼ "2h!i: (5)

Analyzing h!i provides a fundamentally new way to char-
acterize the macroscopic evolution of convective mixing,
and a rigorous way to quantify any dependence on Ra.

We perform high-resolution computer simulations of the
governing equations (1), for both the canonical model and
the analogue-fluid model. We employ the so-called stream
function—vorticity formulation, in which the equation for
the stream function and the ADE transport equation are
solved sequentially at each time step [26]. We solve the
stream function equation using a spectral method [9,27],
and the concentration equation using a sixth-order compact
finite difference discretization and a third-order Runge-
Kutta time-stepping scheme [26]. We trigger the density-
driven instability by introducing a small perturbation on
the concentration at the boundary (for the canonical sys-
tem) or the horizontal initial interface (for the analogue-
fluid system), as it is commonly done [9,14,15].

The results of a typical simulation are shown in Fig. 1.
The morphology of the convective instability is well known
[9,15,17,18]: after an onset period inwhich a diffusion layer
builds up between the two fluids, the layer develops a one-
sided instability in which downward-moving protrusions
grow exponentially, eventually developing into bloblike
fingers with thin necks at the roots of the fingers; these
fingers then interact, merging into each other, and coarsen-
ing in such a way that well-developed fingers then attract
newly formed fingers [Fig. 1(a)]. A snapshot of the simu-
lated scalar dissipation rate ! illustrates that the regions
where the fluids are actively mixing coincidewith the edges
of the density-driven fingers [Fig. 1(b)]. This behavior is
supported qualitatively by laboratory experiments with a
PG-water system in an Hele-Shaw cell [Fig. 1(c)].

In Fig. 2 we plot the time evolution of the mean scalar
dissipation rate for both the canonical Rayleigh-Bénard-
Darcy model and the analogue-fluid model, and for differ-
ent values of Ra. For each case, there is a regime of

constant rate of scalar dissipation. That period extends,
roughly, from dimensionless time t ¼ 1 to t ¼ 6, which
is about twice the time that it takes for the fingers to reach
the bottom of the domain, indeed highlighting the convec-
tive nature of the dissolution process. It is interesting that
the scalar dissipation rate for the boundary-driven dissolu-
tion case is approximately twice as large as that for the
analogue-fluid model, in analogy with the diffusive flux for
one-dimensional diffusion from a one-sided boundary
problem vs two-sided diffusion from an initial sharp
discontinuity.
We compute the time-averaged mean scalar dissipation

rate h!i during the time period of constant dissolution flux
(t 2 ½1; 6$ for the canonical model and t 2 ½2; 8$ for
the analogue-fluid model). For simulations with high Ra
(> 5000), the scalar dissipation rate appears to be inde-
pendent of Ra (Fig. 2, inset). Given the fluctuations of the
mean scalar dissipation rate over time, one cannot reject
the null hypothesis that the dissolution flux is independent

of the Rayleigh number. Indeed, we fit a power law to h!i
obtained from the high-resolution simulations as a function
of Ra. This yields a best fit (with 95% confidence bounds)

h!i % ð0:0120' 0:0013ÞRaþ0:031'0:012 for the canonical

model, and h!i % ð0:0072' 0:0012ÞRa"0:017'0:017 for the
analogue-fluid model. These results provide conclusive
evidence that the classical Darcy-Boussinesq model of
convective mixing predicts a regime in which the dissolu-
tion flux and subsequent mixing is constant and, in the
range of high Ra, independent of the Rayleigh number.
However, recent experimental studies using analogue

fluids, like methanol-ethylene glycol and water (MEG-
water) [15] and propylene glycol and water (PG-water)

(a) (b) (c) 0 1 cm

FIG. 1. (a) Snapshot of the concentration c at dimensionless
time t ¼ 1 from a simulation of the analogue-fluid system with
Ra ¼ 10000 and constant viscosity (R ¼ 0). A computational
grid of 512* 1536 cells was used, and only a small window of
the simulation domain is shown. (b) Corresponding snapshot of
the scalar dissipation rate !, for the same simulation as that in
(a). Here, dark color corresponds to high values of !, and
indicates regions of active mixing. (c) Snapshot of a surrogate
of the scalar dissipation rate ! ¼ rc +Dmrc (obtained from
light intensity) from a laboratory experiment with a PG-water
system in a Hele-Shaw cell, illustrating that mixing is primarily
confined to narrow layers along the edges of the horizontal
interface and the density-driven fingers.

PRL 109, 264503 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

28 DECEMBER 2012

264503-3

(b)

Differences arise due 
to effects not 
present in the Darcy 
model: consequences 
for porous media
and Hele-Shaw

or viscous-fingering instabilities [23]. The scalar dissipa-
tion rate may also inform about the time evolution of the
mixing length of the flow, which has been shown to exhibit
a universal signature in turbulent flows [24] and heteroge-
neous porous media [25].

Equation (4) exposes the fundamental relationship
among mixing rate, dissolution flux, and mean scalar dis-
sipation rate, and makes it evident that any Rayleigh-
number power-law dependence of the dissolution flux F
must be reflected also in themean scalar dissipation rate h!i.

The link to the scalar dissipation rate is particularly
useful to characterize the time evolution in the analogue-
fluid model. In this case, there is no proper dissolution flux
but, rather, a convection-dominated mixing of the two
initial miscible fluids. Since all boundaries are no-flux
boundaries, the mean concentration hci is constant, and
the equation for the mean square concentration reduces to

@thc2i ¼ "2h!i: (5)

Analyzing h!i provides a fundamentally new way to char-
acterize the macroscopic evolution of convective mixing,
and a rigorous way to quantify any dependence on Ra.

We perform high-resolution computer simulations of the
governing equations (1), for both the canonical model and
the analogue-fluid model. We employ the so-called stream
function—vorticity formulation, in which the equation for
the stream function and the ADE transport equation are
solved sequentially at each time step [26]. We solve the
stream function equation using a spectral method [9,27],
and the concentration equation using a sixth-order compact
finite difference discretization and a third-order Runge-
Kutta time-stepping scheme [26]. We trigger the density-
driven instability by introducing a small perturbation on
the concentration at the boundary (for the canonical sys-
tem) or the horizontal initial interface (for the analogue-
fluid system), as it is commonly done [9,14,15].

The results of a typical simulation are shown in Fig. 1.
The morphology of the convective instability is well known
[9,15,17,18]: after an onset period inwhich a diffusion layer
builds up between the two fluids, the layer develops a one-
sided instability in which downward-moving protrusions
grow exponentially, eventually developing into bloblike
fingers with thin necks at the roots of the fingers; these
fingers then interact, merging into each other, and coarsen-
ing in such a way that well-developed fingers then attract
newly formed fingers [Fig. 1(a)]. A snapshot of the simu-
lated scalar dissipation rate ! illustrates that the regions
where the fluids are actively mixing coincidewith the edges
of the density-driven fingers [Fig. 1(b)]. This behavior is
supported qualitatively by laboratory experiments with a
PG-water system in an Hele-Shaw cell [Fig. 1(c)].

In Fig. 2 we plot the time evolution of the mean scalar
dissipation rate for both the canonical Rayleigh-Bénard-
Darcy model and the analogue-fluid model, and for differ-
ent values of Ra. For each case, there is a regime of

constant rate of scalar dissipation. That period extends,
roughly, from dimensionless time t ¼ 1 to t ¼ 6, which
is about twice the time that it takes for the fingers to reach
the bottom of the domain, indeed highlighting the convec-
tive nature of the dissolution process. It is interesting that
the scalar dissipation rate for the boundary-driven dissolu-
tion case is approximately twice as large as that for the
analogue-fluid model, in analogy with the diffusive flux for
one-dimensional diffusion from a one-sided boundary
problem vs two-sided diffusion from an initial sharp
discontinuity.
We compute the time-averaged mean scalar dissipation

rate h!i during the time period of constant dissolution flux
(t 2 ½1; 6$ for the canonical model and t 2 ½2; 8$ for
the analogue-fluid model). For simulations with high Ra
(> 5000), the scalar dissipation rate appears to be inde-
pendent of Ra (Fig. 2, inset). Given the fluctuations of the
mean scalar dissipation rate over time, one cannot reject
the null hypothesis that the dissolution flux is independent

of the Rayleigh number. Indeed, we fit a power law to h!i
obtained from the high-resolution simulations as a function
of Ra. This yields a best fit (with 95% confidence bounds)

h!i % ð0:0120' 0:0013ÞRaþ0:031'0:012 for the canonical

model, and h!i % ð0:0072' 0:0012ÞRa"0:017'0:017 for the
analogue-fluid model. These results provide conclusive
evidence that the classical Darcy-Boussinesq model of
convective mixing predicts a regime in which the dissolu-
tion flux and subsequent mixing is constant and, in the
range of high Ra, independent of the Rayleigh number.
However, recent experimental studies using analogue

fluids, like methanol-ethylene glycol and water (MEG-
water) [15] and propylene glycol and water (PG-water)

(a) (b) (c) 0 1 cm

FIG. 1. (a) Snapshot of the concentration c at dimensionless
time t ¼ 1 from a simulation of the analogue-fluid system with
Ra ¼ 10000 and constant viscosity (R ¼ 0). A computational
grid of 512* 1536 cells was used, and only a small window of
the simulation domain is shown. (b) Corresponding snapshot of
the scalar dissipation rate !, for the same simulation as that in
(a). Here, dark color corresponds to high values of !, and
indicates regions of active mixing. (c) Snapshot of a surrogate
of the scalar dissipation rate ! ¼ rc +Dmrc (obtained from
light intensity) from a laboratory experiment with a PG-water
system in a Hele-Shaw cell, illustrating that mixing is primarily
confined to narrow layers along the edges of the horizontal
interface and the density-driven fingers.
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Experiments in Hele-Shaw cells
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Convective dissolution in two dimensional porous media 3
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Figure 1. Sketch of portion of the problem considered with explicit indication of the boundary
conditions on the horizontal walls. The contour map of the solute concentration C

⇤(x⇤
, z

⇤
, �t⇤)

for a given time instant t⇤ = �t⇤ is also shown to provide a view of the dynamics for the present
physical configuration.

2. Methodology

Consider a layer of liquid CO2 laying on top of a layer of brine. At the interface between
these two fluids, a denser mixture (CO2+brine) forms (Huppert & Neufeld 2014; Riaz
& Cinar 2014; Emami-Meybodi et al. 2015). A simplified configuration of the present
physical problem is well represented by the so-called one-sided configuration (De Paoli
et al. 2016; Hewitt et al. 2013), and is analyzed in the present work.
We considered a two-dimensional homogeneous and isotropic porous slab characterized

by uniform permeability k and porosity �. The situation is sketched in Fig. 1. The domain
dimensions are L

⇤ and H
⇤, in horizontal (x⇤) and vertical (z⇤) directions respectively,

where the superscript ⇤ refers to dimensional quantities. The porous layer is initially
satured with a light fluid (brine) whereas along the upper boundary a denser fluid is
injected (CO2+brine). At the reservoir conditions, the density of the CO2+brine mixture
increases linearly with respect to concentration, when pressure and temperature are fixed
(Zhang et al. 2011). Therefore, we choose the fluids in our experiment and set the fluid
properties in our simulations so that the density is a linear function of concentration.
The numerical and experimental methods will be described respectively in Sec. 2.1 and
Sec. 2.2. The aim of the present work is to highlight the analogies and di↵erences of
these two approaches, in an attempt of identifying the limitations and advantages of
both methodologies.

2.1. Numerical methodology

With the heavier fluid laying on top of the lighter fluid, the flow is driven by the
composition-induced density di↵erence in vertical direction, where the acceleration due
to gravity (g) acts. The fluid velocities, u⇤ and w

⇤ in horizontal and vertical direction
respectively, are governed by the Darcy’s law. In the instance of CO2 sequestration,
the maximum local density di↵erences are small compared to the densities of the two
fluids, therefore it is reasonable to apply the Darcy-Oberbeck-Boussinesq approximation
(Landman & Schotting 2007). Myint & Firoozabadi (2013) have shown that a fully
compressible approach does not have an appreciable influence of the evolution of the
flow. CO2+brine mixture and brine are assumed to be incompressible and characterized

Steel mesh
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as follows:

x =
x
⇤

�⇤
, z =

z
⇤

�⇤
, u =

u
⇤

W ⇤ , w =
w

⇤

W ⇤ (2.5)

p =
p
⇤

�⇢⇤
s
g�⇤

, C =
C

⇤

C⇤
s

, t =
t
⇤

��⇤/W ⇤ . (2.6)

Note that the absence of the superscript ⇤ is used to represent dimensionless variables.
According to Eq. (2.5), the dimensionless height of the domain is H = Ra. The physical
domain width L

⇤ becomes dimensionless as L = L
⇤
/�

⇤. We chose aspect ratio of 1 in all
the simulations performed, therefore we have H = L = Ra.
With the scalings variables introduced above, the dimensionless velocity field is de-

scribed by the equations:

u = �@P

@x
, w = �@P

@z
� C, (2.7)

@u

@x
+

@w

@z
= 0, (2.8)

being P = p+z(⇢⇤
s
/�⇢

⇤
s
�1) the reduced pressure, whereas the concentration is governed

by the following equation:

@C

@t
+ u

@C

@x
+ w

@C

@z
=

@
2
C

@x2
+

@
2
C

@z2
. (2.9)

The governing parameter of the simulation, is the Rayleigh-Darcy number, defined as

Ra =
g�⇢

⇤
s
kH

⇤

µ�D
, (2.10)

which expresses an inverse di↵usivity (De Paoli et al. 2016). For ease of reading, here-
inafter we will simply refer to Rayleigh number, indicating the relative strength of
convection to di↵usion. It is easy to shown that the dimensionless domain height is
H

⇤
/�

⇤ = Ra.
The boundary conditions shown in Fig. ?? for the top and bottom boundary, i.e.

no-penetration boundary condition at the top and bottom walls

@w

@z
= 0 at z = 0 at z = �Ra . (2.11)

Moreover, we assume that the concentration at the top wall is constant and equal to the
saturation value, which in dimensionless terms reads:

C = 1 at z = 0 , (2.12)

and no flux of mass and solute is applied at the bottom wall:

@C

@z
= 0 at z = �Ra . (2.13)

Experimentally simulating the porous media and observing the convective dissolution
would be a complementary side of the numerical simulation and will lead to more
comprehensive understanding of the problem. There are di↵erent ways to mimic the
porous media in the laboratory scale. One of the apparatus used for this purpose is a
device consisting of two parallel transparent glasses containing small size spheres. These
spheres, depending on their diameter, control the permeability scaling of the test and its
representation in the field scale (Neufeld et al. 2010; Liang et al. 2018). Reported data
available in the literature by using this kind of apparatus, show a blur plume shapes and
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Liang et al. 2018). This discrepancy has stimulated many recent investigations. Hidalgo
et al. (2012) considered the influence of concentration-dependent viscosity and of non-
monotonic density-concentration curves, concluding that the non-linear scaling observed
experimentally is not motivated by this two features. Recent experiments and simulations
suggest that the mechanical dispersion has an important e↵ect on the steady dissolution
rate and might be the reason of the Rayleigh-dependent dissolution flux (Liang et al.
2018; Wen et al. 2018b). In particular, they observed that the results should be analysed
not only with respect to the Rayleigh number, but a further parameter to be considered
is the permeability of the cell. In a recent work, Letelier et al. (2019) have shown with
the aid of simulations and perturbation techniques identified a threshold for the validity
of the constant dissolution rate, i.e. a limit above which experiments and simulations do
not exhibit the same behaviour anymore.
In this work, we provide experimental evidence of these recent findings. We provide an

accurate estimation of the dissolution rate via reconstruction of the concentration field
from high-resolution images (Slim et al. 2013; Ching et al. 2017). The analogue fluids have
been chosen to carefully mimic the numerical behavior studied, i.e. a linear dependency
of density and concentration. We developed a novel setup in which the Rayleigh numbers
can be varied by keeping the permeability constant or keeping the cell size constant. In
this way, we have been able to find the scaling observed in the numerical simulations,
recover previous experimental results and verify the threshold value for the Rayleigh-
independent dissolution rate proposed by Letelier et al. (2019).

2. Methodology

Consider a layer of liquid CO2 laying on top of a layer of brine. At the interface between
these two fluids, a denser mixture (CO2+brine) forms (Huppert & Neufeld 2014; Emami-
Meybodi et al. 2015). A simplified configuration of the present physical problem is well
represented by the so-called one-sided configuration (De Paoli et al. 2016; Hewitt et al.
2013), and is analyzed in the present work with the aid of a Hele-Shaw cell, sketched in
Fig. 1.
We considered a two-dimensional homogeneous and isotropic porous slab characterized

by uniform permeability k and porosity �. The domain dimensions are L
⇤ and H

⇤, in
horizontal (x⇤) and vertical (z⇤) directions respectively, where the superscript ⇤ refers
to dimensional quantities. The porous layer is initially satured with a light fluid (brine)
whereas along the upper boundary a denser fluid is injected (CO2+brine). At the reservoir
conditions, the density of the CO2+brine mixture increases linearly with respect to
concentration, when pressure and temperature are fixed (Zhang et al. 2011). Therefore,
we choose the fluids in our experiment and set the fluid properties in our simulations so
that the density is a linear function of concentration. The numerical and experimental
methods will be described respectively in Sec. ?? and Sec. ??. The aim of the present
work is to highlight the analogies and di↵erences of these two approaches, in an attempt
of identifying the limitations and advantages of both methodologies.

cite here works of Liang, Neufeld and other. Mention work of Jafari et al. (2016) for
the limitation of the analogue fluids.

The dissolution rate of CO2 in brine is a parameter crucial for the analysis of the
system. In all these experimental works, the dissolution rate has been estimated by
evaluating the averaged velocity of the plumes interface, due to the limitations linked
to the experimental technique adopted. In this work, we investigated the problem of
dissolution-driven convection in confined porous media. We considered the so-called
Rayleigh-Bénard configuration, i.e. a system in which the concentration of CO2 is kept
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(2012) investigated numerically the influence of concentration-dependent viscosity and
of non-monotonic density-concentration curves, concluding that the non-linear scaling
observed experimentally is not motivated by this two features. Liang et al. (2018) used a
transparent cell filled with glass beads to investigate the e↵ect of mechanical dispersion
induced by the spheres, which is also observed in real porous media. On the other
hand, within this setup, mechanical dispersion and permeability of the medium are both
dependent on the diameter of the spheres, and cannot be varied independently (Liang
et al. 2018; Wen et al. 2018b). It also worth to mention that, because of the thickness
of the cell, neglecting the e↵ect of dispersion in the in-plane direction could increase
the discrepancy with respect to two dimensional numerical simulations. Due to these
limitations, the gap between experiments and simulations has not been bridged yet.
An alternative choice to mimic porous media is the Hele-Shaw cell, consisting of two

transparent glasses located within a narrow gap b
⇤ (where usually 0.1 mm 6 b

⇤ 6 1 mm).
The small gap size is necessary to validate the two dimensional assumption for the flow.
For moderate Peclet numbers, the flow inside the gap can be described by the Darcy law
(Oltean et al. 2008; Fernandez et al. 2002) and the permeability of the porous medium in
this case will be controlled via di↵erent gap thickness (Slim et al. 2013; Tsai et al. 2013).
Recent experiments and simulations suggest that the mechanical dispersion has an

important e↵ect on the steady dissolution rate and might be the reason of the Rayleigh-
dependent dissolution flux observed experimentally (Liang et al. 2018; Wen et al. 2018b).
In particular, they observed that the results should be analysed not only with respect
to the Rayleigh number, but a further parameter to be considered is the permeability
of the cell. With the of simulations and perturbation techniques, Letelier et al. (2019)
identified a threshold value for the validity of the constant dissolution rate, i.e. a limit
above which experiments and simulations do not exhibit the same behaviour anymore.
In this work, we provide experimental evidence of these recent findings. We provide an

accurate estimation of the dissolution rate via reconstruction of the concentration field
from high-resolution images (Slim et al. 2013; Ching et al. 2017). The analogue fluids
have been chosen to carefully mimic the linear dependency of density with respect to
concentration, i.e. the behaviour more studied in numerical simulations. We developed
a novel setup in which the Rayleigh number of the system can be varied by keeping the
permeability constant or keeping the cell size constant. In this way, we have been able to
find the scaling observed in the numerical simulations, recover previous experimental
results and verify the threshold value for the Rayleigh-independent dissolution rate
proposed by Letelier et al. (2019).

2. Methodology

We considered the so-called Rayleigh-Bénard configuration, i.e. a rectangular system
in which solute is initially not present. Solute concentration is kept constant at the top
boundary whereas the other boundaries are impermeable with respect to fluid and solute
fluxes. This configuration is also defined as one-sided system (Hewitt et al. 2013; De Paoli
et al. 2016). The experimental technique adopted here, based on the reconstruction of
the solute concentration field from the light intensity distribution (Slim et al. 2013;
Ching et al. 2017), makes the evaluation of the dissolution rate very accurate. The main
governing parameter of the system is the Rayleigh-Darcy number, defined as

Ra =
g�⇢

⇤
s
kH

⇤

µ�D
, (2.1)
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Figure 2. Panel (b) Density of the aqueous solution of KMnO4 (symbols) as a function
of concentration at constant temperature (T ⇤ = 25oC). The linear function (solid line) well
approximates the polynomial correlation proposed by Novotný & Söhnel (1988) (symbols) in
the range of values of interest.

these fluid also to make a comparison easier between experiments and simulations, since
most of numerical studies assume a such a linear dependency.
Grains of potassium permanganate (KMnO4) are poured on top the cell, where a grid

is placed. A similar configuration has been adopted by Slim et al. (2013) and Ching et al.
(2017). Afterwards, the light fluid (water) is injected with the aid of a syringe pump from
two channels, located close to the bottom of the cell, and its level is increased up to the
upper boundary. When the water level reaches uniformly the cell top, the pump is shut
down. KMnO4 dissolves in water and forms a mixture that is heavier than pure water. A
heavy fluid layer forms below the grid: after an initial di↵usive phase, the layer thickens
and becomes unstable, and finger like structures form.
We used a Canon 1300D camera to record the evolution of the flow. Images were

captured with 18-55 mm lens. Resolution and acquisition rate were 3456 ⇥ 5184 pixel
and 1 fps respectively. The system is illuminated from the back side with a tunable LED
system: The light intensity can be adjusted to maximise the sensitivity of the apparatus
in correspondence of each thickness. Since the thickness has a significant e↵ect on the
mixture color and its visualization, same calibration procedure for each thickness has
been repeated since with the old calibration curve the di↵erence observed in approx 50
% check this value. We accurately reconstruct the concentration field from the images
recorded from the camera and the fluid temperature measured before each experiment.
The reconstruction procedure is described in detail in Slim et al. (2013).

2.2. Variation of Ra

The main governing parameter is the Rayleigh-Darcy number, defined as

Ra =
g
�
�⇢

⇤
s
kH

⇤

µ�D
, (2.2)

where �⇢
⇤
s
is the maximum density di↵erence between the fluids, g� is the projection

of the acceleration due to gravity in longitudinal direction z
⇤, k is the permeability,

H
⇤ is domain height, D the di↵usion coe�cient and � the porosity of the medium.

The superscript ⇤ is used here to represent dimensional variables. The Rayleigh number
expresses an inverse di↵usivity (De Paoli et al. 2016) or the the relative strength of
convection to di↵usion.
For all the experiments, we used the same fluids, i.e. we fixed �⇢

⇤
s
, D and µ. Moreover,

Unified scalings of convective dissolution in porous media 7

10
-2

10
-1

10
0

10
1

10
2

10
-2

10
-1

10
5

10
6

10
7

0.5

1

1.5

2

2.5
10

-3

2
 Ra = 1

0.011

0.085

C
o
n
s
ta

n
t 

fl
u

x

Figure 5. Panel(a) The dimensionless dissolution rate averaged during the constant flux regime,
F , is here shown. F remains nearly constant for a given value of permeability, but increases
strongly when the permeability is decrease. This counterintuitive e↵ect is due to the presence
of hydrodynamic dispersion. Panel(b) The Sherwood number is here shown as a function of the
Rayleigh number in correspondence of four values of the permeability. Within the same value of
permeability, Sh ⇠ Ra. However, if the Rayleigh is kept constant, the greater the permeability,
the lower the dissolution flux. This counterintuitive e↵ect is also observed by Wen et al. (2018a)
and Liang et al. (2018), respectively numerically and experimentally.
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Figure 6. Mean finger velocity. Left panel: concentration distribution C
⇤(x⇤

, z
⇤) for a given

time instant, with explicit indication of the contour corresponding to the front of the fingers,
defined by C

⇤
/C

⇤
s = 1/50 kg/m

3. The dashed line represents the position of the tip of the
longest finger. Right panel: normalized mean concentration profile C⇤/C⇤

s along the wall normal
direction. The dashed line corresponds to the value of z⇤ at which C

⇤
/C

⇤
s = 1/50.

De Wit (2004), we choose to identify the mixing zone, whose dimensionless extension is
h, as the portion of the domain where � < C(z, t) < 1 � �, with � = 10�2 and being
C(z, t) the horizontally-averaged concentration profile, defined as:

C(z, t) =
1

L

�
L

0
C(x, z, t)dx . (3.1)

We wish to remark that it is useful to define an instantaneous (also called e↵ective or
current) Rayleigh number, Ra, based on the mixing length h

⇤ rather than on the domain
height H⇤, which will be extensively discussed later.
Boundary conditions are as follows: both top and bottom boundaries are impermeable

for both fluid and solute (i.e. no-flux at the horizontal walls). In dimensionless form,
these boundary conditions become:

w = 0 ,
@C

@z
= 0 for z = 0, 1 . (3.2)
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y
⇤ We examine experimentally the influence of non-Darcian e↵ects on convective dissolu-

tion in a Hele-Shaw cell, in which the flow is buoyancy-driven. In this configuration, the
flow is controlled by the Rayleigh number, Ra, which measures the strength of convection
compared to di↵usion. However, in case of non-negligible thickness of the cell gap, a
second parameter, ✏, which is the cell gap to cell height ratio, comes into play. In a recent
paper (Letelier et al., J. Fluid Mech., vol. 864, 2019, 746-767) it has been demonstrated,
through perturbative corrections, that a precise limit exists for ✏2Ra, beyond which usual
two-dimensional flow assumption cannot be applied. In this work, we examine a wide
range of the parameter space (Ra, ✏) and we clearly identify the limits of applicability
of two-dimensional flows in a Hele-Shaw cell. Further, we examine the relevance of our
results in the context of Darcy flows in porous media. We show that the time-averaged
dissolution rate in Hele-Shaw flows can preserve the Ra-independent behaviour observed
in porous media simulations. To achieve this goal, we designed a new apparatus in which
height and gap of the cell can be varied independently.

1. Introduction

When an unstable density gradient exists across a thin fluid layer subject to the
action of gravity, convection may arise. If the density is kept constant along the top
boundary of the domain, the system is in a Rayleigh-Bénard-like configuration, which is
considered as the archetypal for systems controlled by convective solute transport and
dissolution. This configuration is crucial in a number of geophysical applications such
as water contamination (Molen & Ommen 1988; LeBlanc 1984), petroleum migration
(Simmons et al. 2001), carbon sequestration (Huppert & Neufeld 2014; Emami-Meybodi
et al. 2015) and sea ice formation (Feltham et al. 2006; Wettlaufer et al. 1997), to name
a few.

We consider here a thin layer of pure fluid, i.e. a fluid in which the solute is initially not
present, and we assume that the fluid density increases with the solute concentration. The
main dimensionless governing parameter is Rayleigh-Darcy number (Ra), which stands
for an inverse di↵usivity or for the relative strength of convection to di↵usion (De Paoli
et al. 2016). It is defined as

Ra =
g�⇢

⇤
s
kH

⇤

µD
, (1.1)

where �⇢
⇤
s
is the density di↵erence between the solute-satured fluid and the pure fluid,

g is the acceleration due to gravity, k is the permeability, H⇤ is domain height, D is the

† Email address for correspondence: alfredo.soldati@tuwien.ac.at

Figure 1. Sketch of the experimental setup adopted. (a) Side view of the apparatus with
indication of the main components. (b) Domain with explicit indication of dimensions, coordinate
system and boundary conditions. (c) Density di↵erence between aqueous solution of KMnO4 and
water (symbols) as a function of KMnO4 concentration at constant temperature (T ⇤ = 25oC).
The linear function defined by Eq. (2.1) (solid line) approximates very well the polynomial
correlation proposed by Novotný & Söhnel (1988) (symbols) in the range of values of interest.

one-sided configuration (Hewitt et al. 2013; De Paoli et al. 2016). For di↵erent Rayleigh-
Darcy numbers, we measured the mean solute dissolution rate by keeping the same fluid
and solute (�⇢

⇤
s
, D and µ are constant), but varying the geometry of the cell (gap width,

b
⇤, and domain height, H⇤).
The apparatus is sketched in figure 1(a) and consists of two parallel acrylic plates

(thickness 30 mm), having width of 200 mm and height of 370 mm, separated by a
gap b

⇤ 2 [0.15; 1.00] mm. Except the top wall, the fluid layer boundaries are defined by
rubber seals, which confine the fluid between the plates and avoid leakages. The fluid
layer width is kept constant and equal to L

⇤ = 160 mm, whereas the layer height is varied
using di↵erent gaskets so that H⇤ 2 [104; 343] mm. The material used for the gaskets is a
high-quality impermeable rubber (Klinger–Sil C–4400) worked with high-precision CNC
machines. The fluid domain, with explicit indication of the dimensions, coordinate system
and boundary conditions, is shown in figure 1(b). The plates are hold in place with the
aid of screws. To obtain a desired value of gap thickness and to ensure its uniformity
over the cell, metal shims are placed in the gap and the same torque is applied to all
the screws. Along the top wall, a steel mesh (40 µm grid size) lies and contains the dye
powder.
Jafari-Raad & Hassanzadeh (2015) observed that some discrepancies between ex-

periments and simulations may occur due to the nature of the fluids adopted. For
instance, Methanol and Ethylene-Glycol (MEG) and Propylene-Glycol (PPG), often
used in experimental studies, are characterised by a non-monotonic variation of the fluid

b*

H*
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S1 Derivation of Darcy equation

We consider here the problem of a laminar, pressure-driven
flow within a narrow channel, representing the cell gap. We
assume the flow is one-dimensional (uniformity along the
in-plane directions x and z), stationary and at low Reynolds
number. In these conditions, Navier-Stokes equations can be
solved within the gap: A Poiseuille flow controlled by the
pressure gradient dp/dz is established, and a parabolic ve-
locity profile describes the velocity field:

w(y) =Wz

"✓
2y

b

◆2
�1

#
, (S1)

where y is the wall-normal coordinate. The system is sketched
in Fig. S1. The origin of the reference frame is located on
the symmetry plane of the channel and Wz is the maximum
downward velocity (i.e. in z direction), obtained at y = 0 and
defined as

Wz =
1

2µ
dp

dz

✓
b

2

◆2
. (S2)

The magnitude of the gap-averaged flow velocity w, ob-
tained from Eq. (S1), is

w =
2
3

Wz =
b

2/12
µ

����
dp

dz

���� , (S3)
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where b
2/12 is also defined as equivalent permeability of

the Hele-Shaw cell. Equation (S3) is the Darcy equation
and represents, in absence of buoyancy, the one-dimensional
form of Eq. (4).

S2 Particle tracking velocimetry measurements in

Hele-Shaw cells

Measuring the in-plane velocity field within a thin cell gap
with classical optical methods (particle image or particle
tracking velocimetry) is a challenging task, due to the ef-
fect of wall-normal velocity gradients on the tracers. The
system is sketched in Fig. S1. We assume that particles are
initially uniformly seeded [Fig. S1(a)]. Segre & Silberberg
(1962) have shown that in these conditions particles migrate
in wall-normal direction (y) towards an equilibrium position,
which is located at a distance yeq = 0.3b from the symme-
try plane of the cell (Ho & Leal 1974). This phenomenon is
known as Segré-Silberberg effect and is of great importance
in the current work. The fluid velocity averaged over the gap
is w= 2Wz/3. Since at the equilibrium particles stay at yeq =
0.3b, we have from Eq. (S1) that w(±yeq)= 16Wz/25, which
represents a good approximation of the mean value, 2Wz/3.
When particles are aligned along the two planes located at
y/b =±0.3, their velocity corresponds approximately to the
mean flow velocity, and they work as mean flow tracers.
Therefore, for Particle Image Velocimetry (PIV) and PTV
measurements in Hele-Shaw flows, it is of crucial impor-
tance to achieve the equilibrium condition.

For reliable quantitative measurements, two conditions
are required: maintaining a Poiseuille flow within the gap
(Re ! 0) and keeping the particles in their equilibrium posi-
tion, ±yeq (Roudet et al. 2011, Ehyaei & Kiger 2014). In par-
ticular, Ehyaei & Kiger (2014) defined the optimal flow con-
figuration for a quantitative reliable particle tracking, con-
sisting of:

i) gap-based Rayleigh number Rab <O(102), where Rab =
gDrb

3/(12µD), with g acceleration due to gravity. This
condition is required to establish a Poiseuille flow within
the cell gap (Fernandez et al. 2002).
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where b
2/12 is also defined as equivalent permeability of

the Hele-Shaw cell. Equation (S3) is the Darcy equation
and represents, in absence of buoyancy, the one-dimensional
form of Eq. (4).

S2 Particle tracking velocimetry measurements in

Hele-Shaw cells

Measuring the in-plane velocity field within a thin cell gap
with classical optical methods (particle image or particle
tracking velocimetry) is a challenging task, due to the ef-
fect of wall-normal velocity gradients on the tracers. The
system is sketched in Fig. S1. We assume that particles are
initially uniformly seeded [Fig. S1(a)]. Segre & Silberberg
(1962) have shown that in these conditions particles migrate
in wall-normal direction (y) towards an equilibrium position,
which is located at a distance yeq = 0.3b from the symme-
try plane of the cell (Ho & Leal 1974). This phenomenon is
known as Segré-Silberberg effect and is of great importance
in the current work. The fluid velocity averaged over the gap
is w= 2Wz/3. Since at the equilibrium particles stay at yeq =
0.3b, we have from Eq. (S1) that w(±yeq)= 16Wz/25, which
represents a good approximation of the mean value, 2Wz/3.
When particles are aligned along the two planes located at
y/b =±0.3, their velocity corresponds approximately to the
mean flow velocity, and they work as mean flow tracers.
Therefore, for Particle Image Velocimetry (PIV) and PTV
measurements in Hele-Shaw flows, it is of crucial impor-
tance to achieve the equilibrium condition.

For reliable quantitative measurements, two conditions
are required: maintaining a Poiseuille flow within the gap
(Re ! 0) and keeping the particles in their equilibrium posi-
tion, ±yeq (Roudet et al. 2011, Ehyaei & Kiger 2014). In par-
ticular, Ehyaei & Kiger (2014) defined the optimal flow con-
figuration for a quantitative reliable particle tracking, con-
sisting of:

i) gap-based Rayleigh number Rab <O(102), where Rab =
gDrb

3/(12µD), with g acceleration due to gravity. This
condition is required to establish a Poiseuille flow within
the cell gap (Fernandez et al. 2002).
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S1 Derivation of Darcy equation

We consider here the problem of a laminar, pressure-driven
flow within a narrow channel, representing the cell gap. We
assume the flow is one-dimensional (uniformity along the
in-plane directions x and z), stationary and at low Reynolds
number. In these conditions, Navier-Stokes equations can be
solved within the gap: A Poiseuille flow controlled by the
pressure gradient dp/dz is established, and a parabolic ve-
locity profile describes the velocity field:

w(y) =Wz

"✓
2y

b

◆2
�1

#
, (S1)

where y is the wall-normal coordinate. The system is sketched
in Fig. S1. The origin of the reference frame is located on
the symmetry plane of the channel and Wz is the maximum
downward velocity (i.e. in z direction), obtained at y = 0 and
defined as

Wz =
1

2µ
dp

dz

✓
b

2

◆2
. (S2)

The magnitude of the gap-averaged flow velocity w, ob-
tained from Eq. (S1), is

w =
2
3

Wz =
b

2/12
µ

����
dp

dz

���� , (S3)
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where b
2/12 is also defined as equivalent permeability of

the Hele-Shaw cell. Equation (S3) is the Darcy equation
and represents, in absence of buoyancy, the one-dimensional
form of Eq. (4).

S2 Particle tracking velocimetry measurements in

Hele-Shaw cells

Measuring the in-plane velocity field within a thin cell gap
with classical optical methods (particle image or particle
tracking velocimetry) is a challenging task, due to the ef-
fect of wall-normal velocity gradients on the tracers. The
system is sketched in Fig. S1. We assume that particles are
initially uniformly seeded [Fig. S1(a)]. Segre & Silberberg
(1962) have shown that in these conditions particles migrate
in wall-normal direction (y) towards an equilibrium position,
which is located at a distance yeq = 0.3b from the symme-
try plane of the cell (Ho & Leal 1974). This phenomenon is
known as Segré-Silberberg effect and is of great importance
in the current work. The fluid velocity averaged over the gap
is w= 2Wz/3. Since at the equilibrium particles stay at yeq =
0.3b, we have from Eq. (S1) that w(±yeq)= 16Wz/25, which
represents a good approximation of the mean value, 2Wz/3.
When particles are aligned along the two planes located at
y/b =±0.3, their velocity corresponds approximately to the
mean flow velocity, and they work as mean flow tracers.
Therefore, for Particle Image Velocimetry (PIV) and PTV
measurements in Hele-Shaw flows, it is of crucial impor-
tance to achieve the equilibrium condition.

For reliable quantitative measurements, two conditions
are required: maintaining a Poiseuille flow within the gap
(Re ! 0) and keeping the particles in their equilibrium posi-
tion, ±yeq (Roudet et al. 2011, Ehyaei & Kiger 2014). In par-
ticular, Ehyaei & Kiger (2014) defined the optimal flow con-
figuration for a quantitative reliable particle tracking, con-
sisting of:

i) gap-based Rayleigh number Rab <O(102), where Rab =
gDrb

3/(12µD), with g acceleration due to gravity. This
condition is required to establish a Poiseuille flow within
the cell gap (Fernandez et al. 2002).
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Figure 1. Sketch of portion of the problem considered with explicit indication of the boundary
conditions on the horizontal walls. The contour map of the solute concentration C

⇤(x⇤
, z

⇤
, �t⇤)

for a given time instant t⇤ = �t⇤ is also shown to provide a view of the dynamics for the present
physical configuration.

2. Methodology

Consider a layer of liquid CO2 laying on top of a layer of brine. At the interface between
these two fluids, a denser mixture (CO2+brine) forms (Huppert & Neufeld 2014; Riaz
& Cinar 2014; Emami-Meybodi et al. 2015). A simplified configuration of the present
physical problem is well represented by the so-called one-sided configuration (De Paoli
et al. 2016; Hewitt et al. 2013), and is analyzed in the present work.
We considered a two-dimensional homogeneous and isotropic porous slab characterized

by uniform permeability k and porosity �. The situation is sketched in Fig. 1. The domain
dimensions are L

⇤ and H
⇤, in horizontal (x⇤) and vertical (z⇤) directions respectively,

where the superscript ⇤ refers to dimensional quantities. The porous layer is initially
satured with a light fluid (brine) whereas along the upper boundary a denser fluid is
injected (CO2+brine). At the reservoir conditions, the density of the CO2+brine mixture
increases linearly with respect to concentration, when pressure and temperature are fixed
(Zhang et al. 2011). Therefore, we choose the fluids in our experiment and set the fluid
properties in our simulations so that the density is a linear function of concentration.
The numerical and experimental methods will be described respectively in Sec. 2.1 and
Sec. 2.2. The aim of the present work is to highlight the analogies and di↵erences of
these two approaches, in an attempt of identifying the limitations and advantages of
both methodologies.

2.1. Numerical methodology

With the heavier fluid laying on top of the lighter fluid, the flow is driven by the
composition-induced density di↵erence in vertical direction, where the acceleration due
to gravity (g) acts. The fluid velocities, u⇤ and w

⇤ in horizontal and vertical direction
respectively, are governed by the Darcy’s law. In the instance of CO2 sequestration,
the maximum local density di↵erences are small compared to the densities of the two
fluids, therefore it is reasonable to apply the Darcy-Oberbeck-Boussinesq approximation
(Landman & Schotting 2007). Myint & Firoozabadi (2013) have shown that a fully
compressible approach does not have an appreciable influence of the evolution of the
flow. CO2+brine mixture and brine are assumed to be incompressible and characterized

Steel mesh
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as follows:

x =
x
⇤

�⇤
, z =

z
⇤

�⇤
, u =

u
⇤

W ⇤ , w =
w

⇤

W ⇤ (2.5)

p =
p
⇤

�⇢⇤
s
g�⇤

, C =
C

⇤

C⇤
s

, t =
t
⇤

��⇤/W ⇤ . (2.6)

Note that the absence of the superscript ⇤ is used to represent dimensionless variables.
According to Eq. (2.5), the dimensionless height of the domain is H = Ra. The physical
domain width L

⇤ becomes dimensionless as L = L
⇤
/�

⇤. We chose aspect ratio of 1 in all
the simulations performed, therefore we have H = L = Ra.
With the scalings variables introduced above, the dimensionless velocity field is de-

scribed by the equations:

u = �@P

@x
, w = �@P

@z
� C, (2.7)

@u

@x
+

@w

@z
= 0, (2.8)

being P = p+z(⇢⇤
s
/�⇢

⇤
s
�1) the reduced pressure, whereas the concentration is governed

by the following equation:

@C

@t
+ u

@C

@x
+ w

@C

@z
=

@
2
C

@x2
+

@
2
C

@z2
. (2.9)

The governing parameter of the simulation, is the Rayleigh-Darcy number, defined as

Ra =
g�⇢

⇤
s
kH

⇤

µ�D
, (2.10)

which expresses an inverse di↵usivity (De Paoli et al. 2016). For ease of reading, here-
inafter we will simply refer to Rayleigh number, indicating the relative strength of
convection to di↵usion. It is easy to shown that the dimensionless domain height is
H

⇤
/�

⇤ = Ra.
The boundary conditions shown in Fig. ?? for the top and bottom boundary, i.e.

no-penetration boundary condition at the top and bottom walls

@w

@z
= 0 at z = 0 at z = �Ra . (2.11)

Moreover, we assume that the concentration at the top wall is constant and equal to the
saturation value, which in dimensionless terms reads:

C = 1 at z = 0 , (2.12)

and no flux of mass and solute is applied at the bottom wall:

@C

@z
= 0 at z = �Ra . (2.13)

Experimentally simulating the porous media and observing the convective dissolution
would be a complementary side of the numerical simulation and will lead to more
comprehensive understanding of the problem. There are di↵erent ways to mimic the
porous media in the laboratory scale. One of the apparatus used for this purpose is a
device consisting of two parallel transparent glasses containing small size spheres. These
spheres, depending on their diameter, control the permeability scaling of the test and its
representation in the field scale (Neufeld et al. 2010; Liang et al. 2018). Reported data
available in the literature by using this kind of apparatus, show a blur plume shapes and
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Liang et al. 2018). This discrepancy has stimulated many recent investigations. Hidalgo
et al. (2012) considered the influence of concentration-dependent viscosity and of non-
monotonic density-concentration curves, concluding that the non-linear scaling observed
experimentally is not motivated by this two features. Recent experiments and simulations
suggest that the mechanical dispersion has an important e↵ect on the steady dissolution
rate and might be the reason of the Rayleigh-dependent dissolution flux (Liang et al.
2018; Wen et al. 2018b). In particular, they observed that the results should be analysed
not only with respect to the Rayleigh number, but a further parameter to be considered
is the permeability of the cell. In a recent work, Letelier et al. (2019) have shown with
the aid of simulations and perturbation techniques identified a threshold for the validity
of the constant dissolution rate, i.e. a limit above which experiments and simulations do
not exhibit the same behaviour anymore.
In this work, we provide experimental evidence of these recent findings. We provide an

accurate estimation of the dissolution rate via reconstruction of the concentration field
from high-resolution images (Slim et al. 2013; Ching et al. 2017). The analogue fluids have
been chosen to carefully mimic the numerical behavior studied, i.e. a linear dependency
of density and concentration. We developed a novel setup in which the Rayleigh numbers
can be varied by keeping the permeability constant or keeping the cell size constant. In
this way, we have been able to find the scaling observed in the numerical simulations,
recover previous experimental results and verify the threshold value for the Rayleigh-
independent dissolution rate proposed by Letelier et al. (2019).

2. Methodology

Consider a layer of liquid CO2 laying on top of a layer of brine. At the interface between
these two fluids, a denser mixture (CO2+brine) forms (Huppert & Neufeld 2014; Emami-
Meybodi et al. 2015). A simplified configuration of the present physical problem is well
represented by the so-called one-sided configuration (De Paoli et al. 2016; Hewitt et al.
2013), and is analyzed in the present work with the aid of a Hele-Shaw cell, sketched in
Fig. 1.
We considered a two-dimensional homogeneous and isotropic porous slab characterized

by uniform permeability k and porosity �. The domain dimensions are L
⇤ and H

⇤, in
horizontal (x⇤) and vertical (z⇤) directions respectively, where the superscript ⇤ refers
to dimensional quantities. The porous layer is initially satured with a light fluid (brine)
whereas along the upper boundary a denser fluid is injected (CO2+brine). At the reservoir
conditions, the density of the CO2+brine mixture increases linearly with respect to
concentration, when pressure and temperature are fixed (Zhang et al. 2011). Therefore,
we choose the fluids in our experiment and set the fluid properties in our simulations so
that the density is a linear function of concentration. The numerical and experimental
methods will be described respectively in Sec. ?? and Sec. ??. The aim of the present
work is to highlight the analogies and di↵erences of these two approaches, in an attempt
of identifying the limitations and advantages of both methodologies.

cite here works of Liang, Neufeld and other. Mention work of Jafari et al. (2016) for
the limitation of the analogue fluids.

The dissolution rate of CO2 in brine is a parameter crucial for the analysis of the
system. In all these experimental works, the dissolution rate has been estimated by
evaluating the averaged velocity of the plumes interface, due to the limitations linked
to the experimental technique adopted. In this work, we investigated the problem of
dissolution-driven convection in confined porous media. We considered the so-called
Rayleigh-Bénard configuration, i.e. a system in which the concentration of CO2 is kept
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(2012) investigated numerically the influence of concentration-dependent viscosity and
of non-monotonic density-concentration curves, concluding that the non-linear scaling
observed experimentally is not motivated by this two features. Liang et al. (2018) used a
transparent cell filled with glass beads to investigate the e↵ect of mechanical dispersion
induced by the spheres, which is also observed in real porous media. On the other
hand, within this setup, mechanical dispersion and permeability of the medium are both
dependent on the diameter of the spheres, and cannot be varied independently (Liang
et al. 2018; Wen et al. 2018b). It also worth to mention that, because of the thickness
of the cell, neglecting the e↵ect of dispersion in the in-plane direction could increase
the discrepancy with respect to two dimensional numerical simulations. Due to these
limitations, the gap between experiments and simulations has not been bridged yet.
An alternative choice to mimic porous media is the Hele-Shaw cell, consisting of two

transparent glasses located within a narrow gap b
⇤ (where usually 0.1 mm 6 b

⇤ 6 1 mm).
The small gap size is necessary to validate the two dimensional assumption for the flow.
For moderate Peclet numbers, the flow inside the gap can be described by the Darcy law
(Oltean et al. 2008; Fernandez et al. 2002) and the permeability of the porous medium in
this case will be controlled via di↵erent gap thickness (Slim et al. 2013; Tsai et al. 2013).
Recent experiments and simulations suggest that the mechanical dispersion has an

important e↵ect on the steady dissolution rate and might be the reason of the Rayleigh-
dependent dissolution flux observed experimentally (Liang et al. 2018; Wen et al. 2018b).
In particular, they observed that the results should be analysed not only with respect
to the Rayleigh number, but a further parameter to be considered is the permeability
of the cell. With the of simulations and perturbation techniques, Letelier et al. (2019)
identified a threshold value for the validity of the constant dissolution rate, i.e. a limit
above which experiments and simulations do not exhibit the same behaviour anymore.
In this work, we provide experimental evidence of these recent findings. We provide an

accurate estimation of the dissolution rate via reconstruction of the concentration field
from high-resolution images (Slim et al. 2013; Ching et al. 2017). The analogue fluids
have been chosen to carefully mimic the linear dependency of density with respect to
concentration, i.e. the behaviour more studied in numerical simulations. We developed
a novel setup in which the Rayleigh number of the system can be varied by keeping the
permeability constant or keeping the cell size constant. In this way, we have been able to
find the scaling observed in the numerical simulations, recover previous experimental
results and verify the threshold value for the Rayleigh-independent dissolution rate
proposed by Letelier et al. (2019).

2. Methodology

We considered the so-called Rayleigh-Bénard configuration, i.e. a rectangular system
in which solute is initially not present. Solute concentration is kept constant at the top
boundary whereas the other boundaries are impermeable with respect to fluid and solute
fluxes. This configuration is also defined as one-sided system (Hewitt et al. 2013; De Paoli
et al. 2016). The experimental technique adopted here, based on the reconstruction of
the solute concentration field from the light intensity distribution (Slim et al. 2013;
Ching et al. 2017), makes the evaluation of the dissolution rate very accurate. The main
governing parameter of the system is the Rayleigh-Darcy number, defined as

Ra =
g�⇢

⇤
s
kH

⇤

µ�D
, (2.1)

g
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Figure 2. Panel (b) Density of the aqueous solution of KMnO4 (symbols) as a function
of concentration at constant temperature (T ⇤ = 25oC). The linear function (solid line) well
approximates the polynomial correlation proposed by Novotný & Söhnel (1988) (symbols) in
the range of values of interest.

these fluid also to make a comparison easier between experiments and simulations, since
most of numerical studies assume a such a linear dependency.
Grains of potassium permanganate (KMnO4) are poured on top the cell, where a grid

is placed. A similar configuration has been adopted by Slim et al. (2013) and Ching et al.
(2017). Afterwards, the light fluid (water) is injected with the aid of a syringe pump from
two channels, located close to the bottom of the cell, and its level is increased up to the
upper boundary. When the water level reaches uniformly the cell top, the pump is shut
down. KMnO4 dissolves in water and forms a mixture that is heavier than pure water. A
heavy fluid layer forms below the grid: after an initial di↵usive phase, the layer thickens
and becomes unstable, and finger like structures form.
We used a Canon 1300D camera to record the evolution of the flow. Images were

captured with 18-55 mm lens. Resolution and acquisition rate were 3456 ⇥ 5184 pixel
and 1 fps respectively. The system is illuminated from the back side with a tunable LED
system: The light intensity can be adjusted to maximise the sensitivity of the apparatus
in correspondence of each thickness. Since the thickness has a significant e↵ect on the
mixture color and its visualization, same calibration procedure for each thickness has
been repeated since with the old calibration curve the di↵erence observed in approx 50
% check this value. We accurately reconstruct the concentration field from the images
recorded from the camera and the fluid temperature measured before each experiment.
The reconstruction procedure is described in detail in Slim et al. (2013).

2.2. Variation of Ra

The main governing parameter is the Rayleigh-Darcy number, defined as

Ra =
g
�
�⇢

⇤
s
kH

⇤

µ�D
, (2.2)

where �⇢
⇤
s
is the maximum density di↵erence between the fluids, g� is the projection

of the acceleration due to gravity in longitudinal direction z
⇤, k is the permeability,

H
⇤ is domain height, D the di↵usion coe�cient and � the porosity of the medium.

The superscript ⇤ is used here to represent dimensional variables. The Rayleigh number
expresses an inverse di↵usivity (De Paoli et al. 2016) or the the relative strength of
convection to di↵usion.
For all the experiments, we used the same fluids, i.e. we fixed �⇢

⇤
s
, D and µ. Moreover,
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Figure 5. Panel(a) The dimensionless dissolution rate averaged during the constant flux regime,
F , is here shown. F remains nearly constant for a given value of permeability, but increases
strongly when the permeability is decrease. This counterintuitive e↵ect is due to the presence
of hydrodynamic dispersion. Panel(b) The Sherwood number is here shown as a function of the
Rayleigh number in correspondence of four values of the permeability. Within the same value of
permeability, Sh ⇠ Ra. However, if the Rayleigh is kept constant, the greater the permeability,
the lower the dissolution flux. This counterintuitive e↵ect is also observed by Wen et al. (2018a)
and Liang et al. (2018), respectively numerically and experimentally.
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Figure 6. Mean finger velocity. Left panel: concentration distribution C
⇤(x⇤

, z
⇤) for a given

time instant, with explicit indication of the contour corresponding to the front of the fingers,
defined by C

⇤
/C

⇤
s = 1/50 kg/m

3. The dashed line represents the position of the tip of the
longest finger. Right panel: normalized mean concentration profile C⇤/C⇤

s along the wall normal
direction. The dashed line corresponds to the value of z⇤ at which C

⇤
/C

⇤
s = 1/50.

De Wit (2004), we choose to identify the mixing zone, whose dimensionless extension is
h, as the portion of the domain where � < C(z, t) < 1 � �, with � = 10�2 and being
C(z, t) the horizontally-averaged concentration profile, defined as:

C(z, t) =
1

L

�
L

0
C(x, z, t)dx . (3.1)

We wish to remark that it is useful to define an instantaneous (also called e↵ective or
current) Rayleigh number, Ra, based on the mixing length h

⇤ rather than on the domain
height H⇤, which will be extensively discussed later.
Boundary conditions are as follows: both top and bottom boundaries are impermeable

for both fluid and solute (i.e. no-flux at the horizontal walls). In dimensionless form,
these boundary conditions become:

w = 0 ,
@C

@z
= 0 for z = 0, 1 . (3.2)
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y
⇤ We examine experimentally the influence of non-Darcian e↵ects on convective dissolu-

tion in a Hele-Shaw cell, in which the flow is buoyancy-driven. In this configuration, the
flow is controlled by the Rayleigh number, Ra, which measures the strength of convection
compared to di↵usion. However, in case of non-negligible thickness of the cell gap, a
second parameter, ✏, which is the cell gap to cell height ratio, comes into play. In a recent
paper (Letelier et al., J. Fluid Mech., vol. 864, 2019, 746-767) it has been demonstrated,
through perturbative corrections, that a precise limit exists for ✏2Ra, beyond which usual
two-dimensional flow assumption cannot be applied. In this work, we examine a wide
range of the parameter space (Ra, ✏) and we clearly identify the limits of applicability
of two-dimensional flows in a Hele-Shaw cell. Further, we examine the relevance of our
results in the context of Darcy flows in porous media. We show that the time-averaged
dissolution rate in Hele-Shaw flows can preserve the Ra-independent behaviour observed
in porous media simulations. To achieve this goal, we designed a new apparatus in which
height and gap of the cell can be varied independently.

1. Introduction

When an unstable density gradient exists across a thin fluid layer subject to the
action of gravity, convection may arise. If the density is kept constant along the top
boundary of the domain, the system is in a Rayleigh-Bénard-like configuration, which is
considered as the archetypal for systems controlled by convective solute transport and
dissolution. This configuration is crucial in a number of geophysical applications such
as water contamination (Molen & Ommen 1988; LeBlanc 1984), petroleum migration
(Simmons et al. 2001), carbon sequestration (Huppert & Neufeld 2014; Emami-Meybodi
et al. 2015) and sea ice formation (Feltham et al. 2006; Wettlaufer et al. 1997), to name
a few.

We consider here a thin layer of pure fluid, i.e. a fluid in which the solute is initially not
present, and we assume that the fluid density increases with the solute concentration. The
main dimensionless governing parameter is Rayleigh-Darcy number (Ra), which stands
for an inverse di↵usivity or for the relative strength of convection to di↵usion (De Paoli
et al. 2016). It is defined as

Ra =
g�⇢

⇤
s
kH

⇤

µD
, (1.1)

where �⇢
⇤
s
is the density di↵erence between the solute-satured fluid and the pure fluid,

g is the acceleration due to gravity, k is the permeability, H⇤ is domain height, D is the

† Email address for correspondence: alfredo.soldati@tuwien.ac.at

Figure 1. Sketch of the experimental setup adopted. (a) Side view of the apparatus with
indication of the main components. (b) Domain with explicit indication of dimensions, coordinate
system and boundary conditions. (c) Density di↵erence between aqueous solution of KMnO4 and
water (symbols) as a function of KMnO4 concentration at constant temperature (T ⇤ = 25oC).
The linear function defined by Eq. (2.1) (solid line) approximates very well the polynomial
correlation proposed by Novotný & Söhnel (1988) (symbols) in the range of values of interest.

one-sided configuration (Hewitt et al. 2013; De Paoli et al. 2016). For di↵erent Rayleigh-
Darcy numbers, we measured the mean solute dissolution rate by keeping the same fluid
and solute (�⇢

⇤
s
, D and µ are constant), but varying the geometry of the cell (gap width,

b
⇤, and domain height, H⇤).
The apparatus is sketched in figure 1(a) and consists of two parallel acrylic plates

(thickness 30 mm), having width of 200 mm and height of 370 mm, separated by a
gap b

⇤ 2 [0.15; 1.00] mm. Except the top wall, the fluid layer boundaries are defined by
rubber seals, which confine the fluid between the plates and avoid leakages. The fluid
layer width is kept constant and equal to L

⇤ = 160 mm, whereas the layer height is varied
using di↵erent gaskets so that H⇤ 2 [104; 343] mm. The material used for the gaskets is a
high-quality impermeable rubber (Klinger–Sil C–4400) worked with high-precision CNC
machines. The fluid domain, with explicit indication of the dimensions, coordinate system
and boundary conditions, is shown in figure 1(b). The plates are hold in place with the
aid of screws. To obtain a desired value of gap thickness and to ensure its uniformity
over the cell, metal shims are placed in the gap and the same torque is applied to all
the screws. Along the top wall, a steel mesh (40 µm grid size) lies and contains the dye
powder.
Jafari-Raad & Hassanzadeh (2015) observed that some discrepancies between ex-

periments and simulations may occur due to the nature of the fluids adopted. For
instance, Methanol and Ethylene-Glycol (MEG) and Propylene-Glycol (PPG), often
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S1 Derivation of Darcy equation

We consider here the problem of a laminar, pressure-driven
flow within a narrow channel, representing the cell gap. We
assume the flow is one-dimensional (uniformity along the
in-plane directions x and z), stationary and at low Reynolds
number. In these conditions, Navier-Stokes equations can be
solved within the gap: A Poiseuille flow controlled by the
pressure gradient dp/dz is established, and a parabolic ve-
locity profile describes the velocity field:
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where y is the wall-normal coordinate. The system is sketched
in Fig. S1. The origin of the reference frame is located on
the symmetry plane of the channel and Wz is the maximum
downward velocity (i.e. in z direction), obtained at y = 0 and
defined as
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The magnitude of the gap-averaged flow velocity w, ob-
tained from Eq. (S1), is
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where b
2/12 is also defined as equivalent permeability of

the Hele-Shaw cell. Equation (S3) is the Darcy equation
and represents, in absence of buoyancy, the one-dimensional
form of Eq. (4).

S2 Particle tracking velocimetry measurements in

Hele-Shaw cells

Measuring the in-plane velocity field within a thin cell gap
with classical optical methods (particle image or particle
tracking velocimetry) is a challenging task, due to the ef-
fect of wall-normal velocity gradients on the tracers. The
system is sketched in Fig. S1. We assume that particles are
initially uniformly seeded [Fig. S1(a)]. Segre & Silberberg
(1962) have shown that in these conditions particles migrate
in wall-normal direction (y) towards an equilibrium position,
which is located at a distance yeq = 0.3b from the symme-
try plane of the cell (Ho & Leal 1974). This phenomenon is
known as Segré-Silberberg effect and is of great importance
in the current work. The fluid velocity averaged over the gap
is w= 2Wz/3. Since at the equilibrium particles stay at yeq =
0.3b, we have from Eq. (S1) that w(±yeq)= 16Wz/25, which
represents a good approximation of the mean value, 2Wz/3.
When particles are aligned along the two planes located at
y/b =±0.3, their velocity corresponds approximately to the
mean flow velocity, and they work as mean flow tracers.
Therefore, for Particle Image Velocimetry (PIV) and PTV
measurements in Hele-Shaw flows, it is of crucial impor-
tance to achieve the equilibrium condition.

For reliable quantitative measurements, two conditions
are required: maintaining a Poiseuille flow within the gap
(Re ! 0) and keeping the particles in their equilibrium posi-
tion, ±yeq (Roudet et al. 2011, Ehyaei & Kiger 2014). In par-
ticular, Ehyaei & Kiger (2014) defined the optimal flow con-
figuration for a quantitative reliable particle tracking, con-
sisting of:

i) gap-based Rayleigh number Rab <O(102), where Rab =
gDrb

3/(12µD), with g acceleration due to gravity. This
condition is required to establish a Poiseuille flow within
the cell gap (Fernandez et al. 2002).
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channel flow

De Paoli et al. II METHODOLOGY

E# # !M CM �⇢ Ra

[�C] [-] [kg/m3] [kg/m3] [-]

E1 24.0± 0.5 (1.41± 0.006)⇥ 10�3 1.427± 0.006 1.132± 0.002 (4.39± 0.08)⇥ 103

E2 19.0± 0.5 (2.30± 0.006)⇥ 10�3 2.316± 0.006 1.805± 0.002 (7.00± 0.12)⇥ 103

E3 21.0± 0.5 (3.94± 0.006)⇥ 10�3 3.949± 0.007 3.099± 0.004 (1.20± 0.02)⇥ 104

E4 23.5± 0.5 (6.42± 0.006)⇥ 10�3 6.441± 0.008 5.101± 0.008 (1.98± 0.03)⇥ 104

E5 21.0± 0.5 (1.08± 0.001)⇥ 10�2 10.824± 0.010 8.495± 0.013 (3.30± 0.06)⇥ 104

E6 21.0± 0.5 (1.76± 0.001)⇥ 10�2 17.828± 0.015 13.996± 0.025 (5.43± 0.09)⇥ 104

TABLE I. List of flow parameters, solution properties and corresponding uncertainties. Di↵erent
realizations have been performed for all the Rayleigh numbers, Ra. Ambient temperature (#) is
reported, as well as solution mass fraction (!M ), concentration (CM ) and corresponding density
di↵erence (�⇢). The dimensions of the cell are kept constant for all the experiments (H ⇥H, with
H = (87± 0.5) mm, thickness b = (300± 10) µm). Fluid properties are discussed in Sec. II B.

D. Numerical simulations and dimensionless variables

To assess the mixing layer scaling laws, we wish to make a direct comparison of the present
experimental results with direct numerical simulations of convection in two-dimensional
porous media [4, 23]. We perform this comparison in the range 347 Ra  19953, for which
a very good overlap of the governing parameters exists between experiments and simulations.
To make the paper self-contained, we recall next the governing equations and the numerical
details.

An isotropic and homogeneous vertical porous slab with permeability k and porosity � is
considered. The porous domain is initially saturated with two miscible fluids having same
viscosity (µ) but di↵erent density, arranged such that the heavy fluid (density ⇢M) tops the
lighter one (density ⇢0). This unstable configuration replicates exactly the one sketched in
Fig. 1(b). As done in the experiments, the density di↵erence is induced by the presence
of a solute, with maximum solute concentration C = CM in the upper layer and minimum
solute concentration C = 0 in the lower layer. The flow is assumed to be incompressible and
controlled by the Darcy’s law:

@u

@x
+

@w

@z
= 0 , (10)

µ

k
u = �@p

@x
,

µ

k
w = �@p

@z
� ⇢g , (11)

where u and w are the horizontal (x) and vertical (z) velocity components, while p and ⇢

are the local pressure and density, respectively. We consider that the Oberbeck-Boussinesq
approximation applies: This is a reasonable assumption for geophysical problems such as
geological carbon dioxide sequestration [35]. In addition, we consider that the density of
the mixture is a linear function of the solute concentration C [see Eq. (5)], and that the
following transport equation for C holds:
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For the problem studied in this work, these equations were derived from the 3D
incompressible Navier–Stokes model coupled with the advection–diffusion equation for
heat transport by using regular perturbation theory, which is shown in appendix A. The
left-hand side of (2.2) is the inertial correction derived by Ruyer-Quil (2001) in the
context of shear flows in Hele-Shaw cells. Assuming Ladv = 0, the right-hand side of
(2.2) is the Darcy–Brinkman extension for convection problems. Finally, the right-hand
side of (2.3) is the hydrodynamic dispersion for this kind of geometry (Oltean et al.
2004). In terms of the Scheidegger dispersion tensor, the dispersion coefficients are
↵L = (2/35)(K/)|u⇤| and ↵T = 0. The boundary conditions assumed for this problem
are periodic in x-axis, w⇤ = 0, @u⇤/@z⇤ = 0 and T⇤ = Th at z⇤ = 0, w⇤ = 0, @u⇤/@z⇤ = 0
and T⇤ = Tc at z⇤ = H. These boundary conditions were used by Otero et al. (2004)
and Hewitt et al. (2012) to model thermal convection in porous media. In (2.1)–(2.3),
x⇤ = x⇤x̂ + z⇤ẑ is the position, u⇤ = u⇤x̂ + w⇤ẑ is the velocity field, p̃⇤ = p⇤ +⇢cgz⇤ is the
modified pressure, g is the gravitational acceleration and  is the thermal diffusivity.
To make the model dimensionless, we use the scalings for position x = x⇤/H, velocity
u = u⇤/uc, pressure p = p̃⇤/ps, time t = uct⇤/H and temperature T = (T⇤ � Tc)/(Th � Tc),
with K = b2/12 the cell permeability, uc = ↵(Th � Tc)gK/µ the characteristic velocity
and ps = µucH/K the characteristic pressure. The dimensionless parameters of the
model are the Prandtl number Pr = ⌫/ , the Rayleigh number Ra = ucH/ and the
anisotropy ratio ✏ =

p
K/H, with ⌫ = µ/⇢c the kinematic viscosity. Therefore, the

dimensionless set of equations studied in this work are

r · u = 0, (2.5)

✏2 Ra
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35

✏2Rar · [(u · rT)u], (2.7)

valid for ✏ small, Pr>1 and ✏2Ra ⌧ 1. The boundary conditions are periodic in x-axis,
while in z-axis we assume free-slip boundary conditions, T = 1 at z = 0 and T = 0 at
z = 1.

3. Heat transport and thermal dissipation rate
Using 2D Cartesian tensors, (2.7) can be written as

@T
@t

+ @j⇧j = @i(Dij@jT); Dij =
1

Ra
�ij +

2
35

✏2Ra(uiuj), (3.1a,b)

where ⇧j = ujT is the convective heat flux in the j-direction, @j⇧j is the convective
heat flux density (scalar) and Dij is the hydrodynamic dispersion tensor, with �ij the
Kronecker delta. Now, consider the term �i = uiuj@jT . Using the equation @iui = 0, we
obtain �i = ui@j(ujT) = ui@j⇧j, so we can see that �i is also a flux in the i-direction.
In particular, �z = w@j(ujT) = wr · (uT) can be interpreted as the vertical flux of the
convective heat density. The Hele-Shaw cell is a quasi-3D geometry where heat flux
can also be transported in y-axis, i.e. along the cell gap. Assuming ✏ ⌧ 1 to reduce
the 3D Navier–Stokes equation coupled with the scalar transport to the 2D model
shown in (2.5)–(2.7), the perturbative effects of the cell gap in the scalar transport
equation (3.1) are captured by the flux density @i�i, i.e. the mechanical dispersion,
which causes additional mixing. In porous media, it is well known that mechanical
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6
5
✏2r2u �

2
35

✏2Ra(u · rT)ẑ, (2.6)
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Fig. 10 (a) Front view of convection in a Hele-Shaw cell
in one-sided configuration [25], with the solute concentra-
tion being constant at top. Fluids consists of an aqueous
solution of KMnO4 (purple to black) and water (white).
The reference frame (x, y, z) and the direction along which
gravity (g) acts are also indicated. (b-d) Schematic repre-
sentation of the side views of the cell (the thickness b is not
to scale with respect to the height H). Three possible flow
regimes as identified by [95] are shown.

number is large [as in the case of 25, where
Sc = O(103)], the dispersive e↵ects dominate
over to the inertial terms. As a result, Eq. (33)
reduces to the Darcy law (9) with additional dis-
persive corrections. These findings suggest within
the Hele-Shaw regime the scaling exponent is
a↵ected by the anisotropy ratio ✏, as predicted by
[95], possibly explaining the discrepancy observed
between Darcy simulations [21] and Hele-Shaw
experiments [20].

Finally, the theoretical work proposed by [95]
has been recently generalized by [104, 105] to
the case of more complex systems characterised
by the presence of two layers of fluids with non-
monotonic density profiles. The framework pro-
vided in [105] allows to evaluate and compare
the mixing performance of di↵erent systems. They
propose a universal law for the evolution of Sh /b�,
which is independent of the cell geometry (✏)
and directly proportional to Ra. Using this the-
oretical framework, they suggest that a possible
reason for the sublinear scaling observed by [20] is
the flow regime (Hele-Shaw regime) in which the
experiments are performed.

5.3 Dispersion in bead packs

Recent developments in experimental techniques
allowed accurate and non-invasive measurements
of convective dissolution in three-dimensional
porous media. The studies discussed in Sec. 4.2

are relative to thin domains, i.e., laboratory exper-
iments in which the dimension of the cell in the
direction perpendicular to the transparent walls
is much smaller than the other two. This confine-
ment may have an e↵ect on the development of the
flow structures (see Sec. 5.1) and on the dissolu-
tion e�ciency of the system. We will present here
three-dimensional measurements of convection in
porous media, and discuss possible approaches to
model dispersion in this context.

A remarkable contribution in the field on con-
vection in three-dimensional porous media was
presented by [106]. This work is original because
of the medium used, consisting of a fibrous mate-
rial, and because of the remarkable visualisa-
tions performed. Beside this work work, most of
investigations on convection in three-dimensional
porous flows involved the presence of bead packs.
The emergence of tomographic imaging systems
over the last years has considerably sped up the
research in this field. In a pioneering work by
[107], magnetic resonance imaging (MRI) of three-
dimensional convective flows in opaque media
were presented, and plumes at low Rayleigh-Darcy
numbers (< 20⇡2) were visualized. Also X-ray
computed tomography (CT) imaging scan is now
frequently used to study mixing of miscible flu-
ids. [108, 109] provided correlations for Sherwood
as a function of Péclet and Rayleigh-Darcy num-
ber, and observed a sublinear scaling for Sh with
Ra, with exponent 0.40 and 0.93 respectively. The
same methodology was employed by [110], who
reported the emergence of characteristic patterns
that closely resemble the dynamical flow struc-
tures produced by high-resolution numerical sim-
ulations. In a later study [111] the role of viscosity
has been also investigated. While on the one hand
[110, 111] observed that the flow is heavily influ-
enced by dispersion, on the other hand a linear
scaling Sh ⇠Ra holds, in contrast with previous
studies. This discrepancy may be due to the rela-
tively short range and small values ofRa explored,
which is well below the value in correspondence
of which the system is observed to attain an
asymptotic linear scaling [52, 57]. Employing the
same measurement technique but di↵erent flu-
ids, [112] achieved larger Rayleigh-Darcy numbers
( 55, 000). Through qualitative and quantitative
observations of flow evolution, they also observed
an enhanced longitudinal spreading of the solute,
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importance to investigate geophysical subsurface flows such as water contamination
(Molen & Ommen 1988; LeBlanc 1984), petroleum migration (Simmons et al. 2001),
carbon sequestration (Huppert & Neufeld 2014; Emami-Meybodi et al. 2015) and sea
ice formation (Feltham et al. 2006; Wettlaufer et al. 1997). The main dimensionless
governing parameter of the flow is the Rayleigh-Darcy number (Ra), which stands for an
inverse di↵usivity, or for the relative strength of convection to di↵usion (Slim 2014) and
is defined as

Ra =
g�⇢

⇤
s
(b⇤)2H⇤

12µD
, (1.1)

where �⇢
⇤
s
is the density di↵erence between the solute-satured fluid and the pure fluid, g

is the acceleration due to gravity, b⇤ is the cell gap thickness, H⇤ is the cell height, D is
the molecular di↵usion coe�cient and µ is the dynamic viscosity. The Rayleigh-Bénard-
like system is analysed in terms of solute dissolution rate F (t), i.e. the amount of solute
dissolved per unit of area and time. Based on the time-dependent behaviour of F (t),
three di↵erent flow phases are defined: i) The flow is initially controlled by di↵usion,
ii) then an unstable layer builds up at the upper boundary and convective finger-like
structures form and control the evolution of the system and iii) finally shutdown of
convection takes place (Hewitt et al. 2013; Slim 2014; Emami-Meybodi et al. 2015).
Two-dimensional Darcy simulations have shown that, during the convection dominated
phase, the solute dissolution rate is independent of the Rayleigh-Darcy number (Pau
et al. 2010; Farajzadeh et al. 2013; Hewitt et al. 2013; Slim 2014; De Paoli et al.
2017). However, it is experimentally observed that in Hele-Shaw cells the quantity
F (t) is also weakly dependent on Ra (Backhaus et al. 2011; Tsai et al. 2013). In an
attempt to unravel this discrepancy, Hidalgo et al. (2012) investigated numerically the
time-dependent dissolution process in fluids characterised by concentration-dependent
viscosity and non-monotonic density-concentration curves: They concluded that the Ra-
dependent character of the dissolution flux observed experimentally is not motivated by
these two features. Subsequent studies focused on the influence of the geometry of the
domain on the features of the flow. In particular, with the aid of perturbation techniques
and numerical simulations, Letelier et al. (2019) investigated the e↵ect of the combined
action of the Rayleigh-Darcy number and the anisotropy ratio ✏ = b

⇤
/
p
12H⇤. They

identified three flow configurations, based on the value of the parameter ✏2Ra: i) Darcy
regime (✏2Ra ! 0), where the flow is two-dimensional and well described by Darcy
simulations, ii) Hele-Shaw regime (✏2Ra ⌧ 1), where the flow is still two-dimensional
but influenced by gap-induced dispersion, and iii) three-dimensional regime (✏2Ra � 1).
Object of this work, is to provide experimental ground to these recent findings, with a
further ambitious attempt of reconciling the di↵erent scaling laws of the solute dissolution
rate available from the literature. We will use a Hele-Shaw cell with variable gap and
variable height in Rayleigh-Bénard-like setup.
We introduce the experimental setup in §2. In §3, we present the experimental data for

the time-averaged dissolution rate hF i, and we confirm the existence of a threshold value
for ✏

2Ra above which the two-dimensional flow models fail. Finally, the implications of
present results for porous media flows are discussed in §4.

2. Methodology

We consider a rectangular domain initially filled with pure fluid. Solute concentration
is kept constant at the top wall, whereas the other boundaries are impermeable with
respect to fluid and solute fluxes. This setup is defined as Rayleigh-Bénard-like-like or
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(Molen & Ommen 1988; LeBlanc 1984), petroleum migration (Simmons et al. 2001),
carbon sequestration (Huppert & Neufeld 2014; Emami-Meybodi et al. 2015) and sea
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the molecular di↵usion coe�cient and µ is the dynamic viscosity. The Rayleigh-Bénard-
like system is analysed in terms of solute dissolution rate F (t), i.e. the amount of solute
dissolved per unit of area and time. Based on the time-dependent behaviour of F (t),
three di↵erent flow phases are defined: i) The flow is initially controlled by di↵usion,
ii) then an unstable layer builds up at the upper boundary and convective finger-like
structures form and control the evolution of the system and iii) finally shutdown of
convection takes place (Hewitt et al. 2013; Slim 2014; Emami-Meybodi et al. 2015).
Two-dimensional Darcy simulations have shown that, during the convection dominated
phase, the solute dissolution rate is independent of the Rayleigh-Darcy number (Pau
et al. 2010; Farajzadeh et al. 2013; Hewitt et al. 2013; Slim 2014; De Paoli et al.
2017). However, it is experimentally observed that in Hele-Shaw cells the quantity
F (t) is also weakly dependent on Ra (Backhaus et al. 2011; Tsai et al. 2013). In an
attempt to unravel this discrepancy, Hidalgo et al. (2012) investigated numerically the
time-dependent dissolution process in fluids characterised by concentration-dependent
viscosity and non-monotonic density-concentration curves: They concluded that the Ra-
dependent character of the dissolution flux observed experimentally is not motivated by
these two features. Subsequent studies focused on the influence of the geometry of the
domain on the features of the flow. In particular, with the aid of perturbation techniques
and numerical simulations, Letelier et al. (2019) investigated the e↵ect of the combined
action of the Rayleigh-Darcy number and the anisotropy ratio ✏ = b
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identified three flow configurations, based on the value of the parameter ✏2Ra: i) Darcy
regime (✏2Ra ! 0), where the flow is two-dimensional and well described by Darcy
simulations, ii) Hele-Shaw regime (✏2Ra ⌧ 1), where the flow is still two-dimensional
but influenced by gap-induced dispersion, and iii) three-dimensional regime (✏2Ra � 1).
Object of this work, is to provide experimental ground to these recent findings, with a
further ambitious attempt of reconciling the di↵erent scaling laws of the solute dissolution
rate available from the literature. We will use a Hele-Shaw cell with variable gap and
variable height in Rayleigh-Bénard-like setup.
We introduce the experimental setup in §2. In §3, we present the experimental data for

the time-averaged dissolution rate hF i, and we confirm the existence of a threshold value
for ✏

2Ra above which the two-dimensional flow models fail. Finally, the implications of
present results for porous media flows are discussed in §4.

2. Methodology

We consider a rectangular domain initially filled with pure fluid. Solute concentration
is kept constant at the top wall, whereas the other boundaries are impermeable with
respect to fluid and solute fluxes. This setup is defined as Rayleigh-Bénard-like-like or
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Figure 1. Sketch of portion of the problem considered with explicit indication of the boundary
conditions on the horizontal walls. The contour map of the solute concentration C

⇤(x⇤
, z

⇤
, �t⇤)

for a given time instant t⇤ = �t⇤ is also shown to provide a view of the dynamics for the present
physical configuration.

2. Methodology

Consider a layer of liquid CO2 laying on top of a layer of brine. At the interface between
these two fluids, a denser mixture (CO2+brine) forms (Huppert & Neufeld 2014; Riaz
& Cinar 2014; Emami-Meybodi et al. 2015). A simplified configuration of the present
physical problem is well represented by the so-called one-sided configuration (De Paoli
et al. 2016; Hewitt et al. 2013), and is analyzed in the present work.
We considered a two-dimensional homogeneous and isotropic porous slab characterized

by uniform permeability k and porosity �. The situation is sketched in Fig. 1. The domain
dimensions are L

⇤ and H
⇤, in horizontal (x⇤) and vertical (z⇤) directions respectively,

where the superscript ⇤ refers to dimensional quantities. The porous layer is initially
satured with a light fluid (brine) whereas along the upper boundary a denser fluid is
injected (CO2+brine). At the reservoir conditions, the density of the CO2+brine mixture
increases linearly with respect to concentration, when pressure and temperature are fixed
(Zhang et al. 2011). Therefore, we choose the fluids in our experiment and set the fluid
properties in our simulations so that the density is a linear function of concentration.
The numerical and experimental methods will be described respectively in Sec. 2.1 and
Sec. 2.2. The aim of the present work is to highlight the analogies and di↵erences of
these two approaches, in an attempt of identifying the limitations and advantages of
both methodologies.

2.1. Numerical methodology

With the heavier fluid laying on top of the lighter fluid, the flow is driven by the
composition-induced density di↵erence in vertical direction, where the acceleration due
to gravity (g) acts. The fluid velocities, u⇤ and w

⇤ in horizontal and vertical direction
respectively, are governed by the Darcy’s law. In the instance of CO2 sequestration,
the maximum local density di↵erences are small compared to the densities of the two
fluids, therefore it is reasonable to apply the Darcy-Oberbeck-Boussinesq approximation
(Landman & Schotting 2007). Myint & Firoozabadi (2013) have shown that a fully
compressible approach does not have an appreciable influence of the evolution of the
flow. CO2+brine mixture and brine are assumed to be incompressible and characterized

Steel mesh

4 M. De Paoli, M. Alipour and A. Soldati

as follows:

x =
x
⇤

�⇤
, z =

z
⇤

�⇤
, u =

u
⇤

W ⇤ , w =
w

⇤

W ⇤ (2.5)

p =
p
⇤

�⇢⇤
s
g�⇤

, C =
C

⇤

C⇤
s

, t =
t
⇤

��⇤/W ⇤ . (2.6)

Note that the absence of the superscript ⇤ is used to represent dimensionless variables.
According to Eq. (2.5), the dimensionless height of the domain is H = Ra. The physical
domain width L

⇤ becomes dimensionless as L = L
⇤
/�

⇤. We chose aspect ratio of 1 in all
the simulations performed, therefore we have H = L = Ra.
With the scalings variables introduced above, the dimensionless velocity field is de-

scribed by the equations:

u = �@P

@x
, w = �@P

@z
� C, (2.7)

@u

@x
+

@w

@z
= 0, (2.8)

being P = p+z(⇢⇤
s
/�⇢

⇤
s
�1) the reduced pressure, whereas the concentration is governed

by the following equation:

@C

@t
+ u

@C

@x
+ w

@C

@z
=

@
2
C

@x2
+

@
2
C

@z2
. (2.9)

The governing parameter of the simulation, is the Rayleigh-Darcy number, defined as

Ra =
g�⇢

⇤
s
kH

⇤

µ�D
, (2.10)

which expresses an inverse di↵usivity (De Paoli et al. 2016). For ease of reading, here-
inafter we will simply refer to Rayleigh number, indicating the relative strength of
convection to di↵usion. It is easy to shown that the dimensionless domain height is
H

⇤
/�

⇤ = Ra.
The boundary conditions shown in Fig. ?? for the top and bottom boundary, i.e.

no-penetration boundary condition at the top and bottom walls

@w

@z
= 0 at z = 0 at z = �Ra . (2.11)

Moreover, we assume that the concentration at the top wall is constant and equal to the
saturation value, which in dimensionless terms reads:

C = 1 at z = 0 , (2.12)

and no flux of mass and solute is applied at the bottom wall:

@C

@z
= 0 at z = �Ra . (2.13)

Experimentally simulating the porous media and observing the convective dissolution
would be a complementary side of the numerical simulation and will lead to more
comprehensive understanding of the problem. There are di↵erent ways to mimic the
porous media in the laboratory scale. One of the apparatus used for this purpose is a
device consisting of two parallel transparent glasses containing small size spheres. These
spheres, depending on their diameter, control the permeability scaling of the test and its
representation in the field scale (Neufeld et al. 2010; Liang et al. 2018). Reported data
available in the literature by using this kind of apparatus, show a blur plume shapes and
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Liang et al. 2018). This discrepancy has stimulated many recent investigations. Hidalgo
et al. (2012) considered the influence of concentration-dependent viscosity and of non-
monotonic density-concentration curves, concluding that the non-linear scaling observed
experimentally is not motivated by this two features. Recent experiments and simulations
suggest that the mechanical dispersion has an important e↵ect on the steady dissolution
rate and might be the reason of the Rayleigh-dependent dissolution flux (Liang et al.
2018; Wen et al. 2018b). In particular, they observed that the results should be analysed
not only with respect to the Rayleigh number, but a further parameter to be considered
is the permeability of the cell. In a recent work, Letelier et al. (2019) have shown with
the aid of simulations and perturbation techniques identified a threshold for the validity
of the constant dissolution rate, i.e. a limit above which experiments and simulations do
not exhibit the same behaviour anymore.
In this work, we provide experimental evidence of these recent findings. We provide an

accurate estimation of the dissolution rate via reconstruction of the concentration field
from high-resolution images (Slim et al. 2013; Ching et al. 2017). The analogue fluids have
been chosen to carefully mimic the numerical behavior studied, i.e. a linear dependency
of density and concentration. We developed a novel setup in which the Rayleigh numbers
can be varied by keeping the permeability constant or keeping the cell size constant. In
this way, we have been able to find the scaling observed in the numerical simulations,
recover previous experimental results and verify the threshold value for the Rayleigh-
independent dissolution rate proposed by Letelier et al. (2019).

2. Methodology

Consider a layer of liquid CO2 laying on top of a layer of brine. At the interface between
these two fluids, a denser mixture (CO2+brine) forms (Huppert & Neufeld 2014; Emami-
Meybodi et al. 2015). A simplified configuration of the present physical problem is well
represented by the so-called one-sided configuration (De Paoli et al. 2016; Hewitt et al.
2013), and is analyzed in the present work with the aid of a Hele-Shaw cell, sketched in
Fig. 1.
We considered a two-dimensional homogeneous and isotropic porous slab characterized

by uniform permeability k and porosity �. The domain dimensions are L
⇤ and H

⇤, in
horizontal (x⇤) and vertical (z⇤) directions respectively, where the superscript ⇤ refers
to dimensional quantities. The porous layer is initially satured with a light fluid (brine)
whereas along the upper boundary a denser fluid is injected (CO2+brine). At the reservoir
conditions, the density of the CO2+brine mixture increases linearly with respect to
concentration, when pressure and temperature are fixed (Zhang et al. 2011). Therefore,
we choose the fluids in our experiment and set the fluid properties in our simulations so
that the density is a linear function of concentration. The numerical and experimental
methods will be described respectively in Sec. ?? and Sec. ??. The aim of the present
work is to highlight the analogies and di↵erences of these two approaches, in an attempt
of identifying the limitations and advantages of both methodologies.

cite here works of Liang, Neufeld and other. Mention work of Jafari et al. (2016) for
the limitation of the analogue fluids.

The dissolution rate of CO2 in brine is a parameter crucial for the analysis of the
system. In all these experimental works, the dissolution rate has been estimated by
evaluating the averaged velocity of the plumes interface, due to the limitations linked
to the experimental technique adopted. In this work, we investigated the problem of
dissolution-driven convection in confined porous media. We considered the so-called
Rayleigh-Bénard configuration, i.e. a system in which the concentration of CO2 is kept
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(2012) investigated numerically the influence of concentration-dependent viscosity and
of non-monotonic density-concentration curves, concluding that the non-linear scaling
observed experimentally is not motivated by this two features. Liang et al. (2018) used a
transparent cell filled with glass beads to investigate the e↵ect of mechanical dispersion
induced by the spheres, which is also observed in real porous media. On the other
hand, within this setup, mechanical dispersion and permeability of the medium are both
dependent on the diameter of the spheres, and cannot be varied independently (Liang
et al. 2018; Wen et al. 2018b). It also worth to mention that, because of the thickness
of the cell, neglecting the e↵ect of dispersion in the in-plane direction could increase
the discrepancy with respect to two dimensional numerical simulations. Due to these
limitations, the gap between experiments and simulations has not been bridged yet.
An alternative choice to mimic porous media is the Hele-Shaw cell, consisting of two

transparent glasses located within a narrow gap b
⇤ (where usually 0.1 mm 6 b

⇤ 6 1 mm).
The small gap size is necessary to validate the two dimensional assumption for the flow.
For moderate Peclet numbers, the flow inside the gap can be described by the Darcy law
(Oltean et al. 2008; Fernandez et al. 2002) and the permeability of the porous medium in
this case will be controlled via di↵erent gap thickness (Slim et al. 2013; Tsai et al. 2013).
Recent experiments and simulations suggest that the mechanical dispersion has an

important e↵ect on the steady dissolution rate and might be the reason of the Rayleigh-
dependent dissolution flux observed experimentally (Liang et al. 2018; Wen et al. 2018b).
In particular, they observed that the results should be analysed not only with respect
to the Rayleigh number, but a further parameter to be considered is the permeability
of the cell. With the of simulations and perturbation techniques, Letelier et al. (2019)
identified a threshold value for the validity of the constant dissolution rate, i.e. a limit
above which experiments and simulations do not exhibit the same behaviour anymore.
In this work, we provide experimental evidence of these recent findings. We provide an

accurate estimation of the dissolution rate via reconstruction of the concentration field
from high-resolution images (Slim et al. 2013; Ching et al. 2017). The analogue fluids
have been chosen to carefully mimic the linear dependency of density with respect to
concentration, i.e. the behaviour more studied in numerical simulations. We developed
a novel setup in which the Rayleigh number of the system can be varied by keeping the
permeability constant or keeping the cell size constant. In this way, we have been able to
find the scaling observed in the numerical simulations, recover previous experimental
results and verify the threshold value for the Rayleigh-independent dissolution rate
proposed by Letelier et al. (2019).

2. Methodology

We considered the so-called Rayleigh-Bénard configuration, i.e. a rectangular system
in which solute is initially not present. Solute concentration is kept constant at the top
boundary whereas the other boundaries are impermeable with respect to fluid and solute
fluxes. This configuration is also defined as one-sided system (Hewitt et al. 2013; De Paoli
et al. 2016). The experimental technique adopted here, based on the reconstruction of
the solute concentration field from the light intensity distribution (Slim et al. 2013;
Ching et al. 2017), makes the evaluation of the dissolution rate very accurate. The main
governing parameter of the system is the Rayleigh-Darcy number, defined as

Ra =
g�⇢

⇤
s
kH

⇤

µ�D
, (2.1)
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Figure 2. Panel (b) Density of the aqueous solution of KMnO4 (symbols) as a function
of concentration at constant temperature (T ⇤ = 25oC). The linear function (solid line) well
approximates the polynomial correlation proposed by Novotný & Söhnel (1988) (symbols) in
the range of values of interest.

these fluid also to make a comparison easier between experiments and simulations, since
most of numerical studies assume a such a linear dependency.
Grains of potassium permanganate (KMnO4) are poured on top the cell, where a grid

is placed. A similar configuration has been adopted by Slim et al. (2013) and Ching et al.
(2017). Afterwards, the light fluid (water) is injected with the aid of a syringe pump from
two channels, located close to the bottom of the cell, and its level is increased up to the
upper boundary. When the water level reaches uniformly the cell top, the pump is shut
down. KMnO4 dissolves in water and forms a mixture that is heavier than pure water. A
heavy fluid layer forms below the grid: after an initial di↵usive phase, the layer thickens
and becomes unstable, and finger like structures form.
We used a Canon 1300D camera to record the evolution of the flow. Images were

captured with 18-55 mm lens. Resolution and acquisition rate were 3456 ⇥ 5184 pixel
and 1 fps respectively. The system is illuminated from the back side with a tunable LED
system: The light intensity can be adjusted to maximise the sensitivity of the apparatus
in correspondence of each thickness. Since the thickness has a significant e↵ect on the
mixture color and its visualization, same calibration procedure for each thickness has
been repeated since with the old calibration curve the di↵erence observed in approx 50
% check this value. We accurately reconstruct the concentration field from the images
recorded from the camera and the fluid temperature measured before each experiment.
The reconstruction procedure is described in detail in Slim et al. (2013).

2.2. Variation of Ra

The main governing parameter is the Rayleigh-Darcy number, defined as

Ra =
g
�
�⇢

⇤
s
kH

⇤

µ�D
, (2.2)

where �⇢
⇤
s
is the maximum density di↵erence between the fluids, g� is the projection

of the acceleration due to gravity in longitudinal direction z
⇤, k is the permeability,

H
⇤ is domain height, D the di↵usion coe�cient and � the porosity of the medium.

The superscript ⇤ is used here to represent dimensional variables. The Rayleigh number
expresses an inverse di↵usivity (De Paoli et al. 2016) or the the relative strength of
convection to di↵usion.
For all the experiments, we used the same fluids, i.e. we fixed �⇢

⇤
s
, D and µ. Moreover,
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Figure 5. Panel(a) The dimensionless dissolution rate averaged during the constant flux regime,
F , is here shown. F remains nearly constant for a given value of permeability, but increases
strongly when the permeability is decrease. This counterintuitive e↵ect is due to the presence
of hydrodynamic dispersion. Panel(b) The Sherwood number is here shown as a function of the
Rayleigh number in correspondence of four values of the permeability. Within the same value of
permeability, Sh ⇠ Ra. However, if the Rayleigh is kept constant, the greater the permeability,
the lower the dissolution flux. This counterintuitive e↵ect is also observed by Wen et al. (2018a)
and Liang et al. (2018), respectively numerically and experimentally.
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Figure 6. Mean finger velocity. Left panel: concentration distribution C
⇤(x⇤

, z
⇤) for a given

time instant, with explicit indication of the contour corresponding to the front of the fingers,
defined by C

⇤
/C

⇤
s = 1/50 kg/m

3. The dashed line represents the position of the tip of the
longest finger. Right panel: normalized mean concentration profile C⇤/C⇤

s along the wall normal
direction. The dashed line corresponds to the value of z⇤ at which C

⇤
/C

⇤
s = 1/50.

De Wit (2004), we choose to identify the mixing zone, whose dimensionless extension is
h, as the portion of the domain where � < C(z, t) < 1 � �, with � = 10�2 and being
C(z, t) the horizontally-averaged concentration profile, defined as:

C(z, t) =
1

L

�
L

0
C(x, z, t)dx . (3.1)

We wish to remark that it is useful to define an instantaneous (also called e↵ective or
current) Rayleigh number, Ra, based on the mixing length h

⇤ rather than on the domain
height H⇤, which will be extensively discussed later.
Boundary conditions are as follows: both top and bottom boundaries are impermeable

for both fluid and solute (i.e. no-flux at the horizontal walls). In dimensionless form,
these boundary conditions become:

w = 0 ,
@C

@z
= 0 for z = 0, 1 . (3.2)
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y
⇤ We examine experimentally the influence of non-Darcian e↵ects on convective dissolu-

tion in a Hele-Shaw cell, in which the flow is buoyancy-driven. In this configuration, the
flow is controlled by the Rayleigh number, Ra, which measures the strength of convection
compared to di↵usion. However, in case of non-negligible thickness of the cell gap, a
second parameter, ✏, which is the cell gap to cell height ratio, comes into play. In a recent
paper (Letelier et al., J. Fluid Mech., vol. 864, 2019, 746-767) it has been demonstrated,
through perturbative corrections, that a precise limit exists for ✏2Ra, beyond which usual
two-dimensional flow assumption cannot be applied. In this work, we examine a wide
range of the parameter space (Ra, ✏) and we clearly identify the limits of applicability
of two-dimensional flows in a Hele-Shaw cell. Further, we examine the relevance of our
results in the context of Darcy flows in porous media. We show that the time-averaged
dissolution rate in Hele-Shaw flows can preserve the Ra-independent behaviour observed
in porous media simulations. To achieve this goal, we designed a new apparatus in which
height and gap of the cell can be varied independently.

1. Introduction

When an unstable density gradient exists across a thin fluid layer subject to the
action of gravity, convection may arise. If the density is kept constant along the top
boundary of the domain, the system is in a Rayleigh-Bénard-like configuration, which is
considered as the archetypal for systems controlled by convective solute transport and
dissolution. This configuration is crucial in a number of geophysical applications such
as water contamination (Molen & Ommen 1988; LeBlanc 1984), petroleum migration
(Simmons et al. 2001), carbon sequestration (Huppert & Neufeld 2014; Emami-Meybodi
et al. 2015) and sea ice formation (Feltham et al. 2006; Wettlaufer et al. 1997), to name
a few.

We consider here a thin layer of pure fluid, i.e. a fluid in which the solute is initially not
present, and we assume that the fluid density increases with the solute concentration. The
main dimensionless governing parameter is Rayleigh-Darcy number (Ra), which stands
for an inverse di↵usivity or for the relative strength of convection to di↵usion (De Paoli
et al. 2016). It is defined as

Ra =
g�⇢

⇤
s
kH

⇤

µD
, (1.1)

where �⇢
⇤
s
is the density di↵erence between the solute-satured fluid and the pure fluid,

g is the acceleration due to gravity, k is the permeability, H⇤ is domain height, D is the

† Email address for correspondence: alfredo.soldati@tuwien.ac.at

Figure 1. Sketch of the experimental setup adopted. (a) Side view of the apparatus with
indication of the main components. (b) Domain with explicit indication of dimensions, coordinate
system and boundary conditions. (c) Density di↵erence between aqueous solution of KMnO4 and
water (symbols) as a function of KMnO4 concentration at constant temperature (T ⇤ = 25oC).
The linear function defined by Eq. (2.1) (solid line) approximates very well the polynomial
correlation proposed by Novotný & Söhnel (1988) (symbols) in the range of values of interest.

one-sided configuration (Hewitt et al. 2013; De Paoli et al. 2016). For di↵erent Rayleigh-
Darcy numbers, we measured the mean solute dissolution rate by keeping the same fluid
and solute (�⇢

⇤
s
, D and µ are constant), but varying the geometry of the cell (gap width,

b
⇤, and domain height, H⇤).
The apparatus is sketched in figure 1(a) and consists of two parallel acrylic plates

(thickness 30 mm), having width of 200 mm and height of 370 mm, separated by a
gap b

⇤ 2 [0.15; 1.00] mm. Except the top wall, the fluid layer boundaries are defined by
rubber seals, which confine the fluid between the plates and avoid leakages. The fluid
layer width is kept constant and equal to L

⇤ = 160 mm, whereas the layer height is varied
using di↵erent gaskets so that H⇤ 2 [104; 343] mm. The material used for the gaskets is a
high-quality impermeable rubber (Klinger–Sil C–4400) worked with high-precision CNC
machines. The fluid domain, with explicit indication of the dimensions, coordinate system
and boundary conditions, is shown in figure 1(b). The plates are hold in place with the
aid of screws. To obtain a desired value of gap thickness and to ensure its uniformity
over the cell, metal shims are placed in the gap and the same torque is applied to all
the screws. Along the top wall, a steel mesh (40 µm grid size) lies and contains the dye
powder.
Jafari-Raad & Hassanzadeh (2015) observed that some discrepancies between ex-

periments and simulations may occur due to the nature of the fluids adopted. For
instance, Methanol and Ethylene-Glycol (MEG) and Propylene-Glycol (PPG), often
used in experimental studies, are characterised by a non-monotonic variation of the fluid

Ra ∈ [4.6×104 ; 6.7×106]
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importance to investigate geophysical subsurface flows such as water contamination
(Molen & Ommen 1988; LeBlanc 1984), petroleum migration (Simmons et al. 2001),
carbon sequestration (Huppert & Neufeld 2014; Emami-Meybodi et al. 2015) and sea
ice formation (Feltham et al. 2006; Wettlaufer et al. 1997). The main dimensionless
governing parameter of the flow is the Rayleigh-Darcy number (Ra), which stands for an
inverse di↵usivity, or for the relative strength of convection to di↵usion (Slim 2014) and
is defined as

Ra =
g�⇢

⇤
s
(b⇤)2H⇤

12µD
, (1.1)

where �⇢
⇤
s
is the density di↵erence between the solute-satured fluid and the pure fluid, g

is the acceleration due to gravity, b⇤ is the cell gap thickness, H⇤ is the cell height, D is
the molecular di↵usion coe�cient and µ is the dynamic viscosity. The Rayleigh-Bénard-
like system is analysed in terms of solute dissolution rate F (t), i.e. the amount of solute
dissolved per unit of area and time. Based on the time-dependent behaviour of F (t),
three di↵erent flow phases are defined: i) The flow is initially controlled by di↵usion,
ii) then an unstable layer builds up at the upper boundary and convective finger-like
structures form and control the evolution of the system and iii) finally shutdown of
convection takes place (Hewitt et al. 2013; Slim 2014; Emami-Meybodi et al. 2015).
Two-dimensional Darcy simulations have shown that, during the convection dominated
phase, the solute dissolution rate is independent of the Rayleigh-Darcy number (Pau
et al. 2010; Farajzadeh et al. 2013; Hewitt et al. 2013; Slim 2014; De Paoli et al.
2017). However, it is experimentally observed that in Hele-Shaw cells the quantity
F (t) is also weakly dependent on Ra (Backhaus et al. 2011; Tsai et al. 2013). In an
attempt to unravel this discrepancy, Hidalgo et al. (2012) investigated numerically the
time-dependent dissolution process in fluids characterised by concentration-dependent
viscosity and non-monotonic density-concentration curves: They concluded that the Ra-
dependent character of the dissolution flux observed experimentally is not motivated by
these two features. Subsequent studies focused on the influence of the geometry of the
domain on the features of the flow. In particular, with the aid of perturbation techniques
and numerical simulations, Letelier et al. (2019) investigated the e↵ect of the combined
action of the Rayleigh-Darcy number and the anisotropy ratio ✏ = b

⇤
/
p
12H⇤. They

identified three flow configurations, based on the value of the parameter ✏2Ra: i) Darcy
regime (✏2Ra ! 0), where the flow is two-dimensional and well described by Darcy
simulations, ii) Hele-Shaw regime (✏2Ra ⌧ 1), where the flow is still two-dimensional
but influenced by gap-induced dispersion, and iii) three-dimensional regime (✏2Ra � 1).
Object of this work, is to provide experimental ground to these recent findings, with a
further ambitious attempt of reconciling the di↵erent scaling laws of the solute dissolution
rate available from the literature. We will use a Hele-Shaw cell with variable gap and
variable height in Rayleigh-Bénard-like setup.
We introduce the experimental setup in §2. In §3, we present the experimental data for

the time-averaged dissolution rate hF i, and we confirm the existence of a threshold value
for ✏

2Ra above which the two-dimensional flow models fail. Finally, the implications of
present results for porous media flows are discussed in §4.

2. Methodology

We consider a rectangular domain initially filled with pure fluid. Solute concentration
is kept constant at the top wall, whereas the other boundaries are impermeable with
respect to fluid and solute fluxes. This setup is defined as Rayleigh-Bénard-like-like or

∆ρs*=45 kg/m3
D=1.7×10−9m2/s
µ=9.2×10−$ Pa s

/∗∈ 0.1;1 mm
H∗∈ 105;343 mm
L∗ = 200 mm

fluid

geometry

b

H
Slim et al., Phys. Fluids (2013)
Ching et al., Phys. Rev. Fluids (2017)
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and diffusion coefficient are assumed constant and independ-
ent of the solute concentration (Slim et al. 2013), and are, 
respectively, ! = 9.2 × 10−4 Pa ⋅ s and D = 1.65 × 10−9 m2∕s . 
Based on the correlations proposed by Novotný and Söhnel 
(1988), we assume that the density of an aqueous solution 
of KMnO4 depends on fluid temperature, ! , water density, 
!(0) , and KMnO4 concentration. In particular, we measure the 
fluid temperature and we use it to estimate the water density. 
The density difference between the saturated solution and pure 
water is, !s − !(0) = 38 kg∕m3 , being !s = !(C = Cs) and 
Cs = 46 kg∕m3 the effective saturation value of concentration. 
The density of the mixture, !(C) , can be well approximated 
as a linear function of the solute concentration, as shown in 
Fig. 2a, by the equation:

with Δ! = !s − !(0).

(1)! = !s

[

1 +
Δ!

!sCs

(
C − Cs

)
]

,

Grains of potassium permanganate (grain size greater 
than 200!m ) are poured on the grid sitting on top of the 
cell and are pressed to form a compact layer. In this way, 
the porosity of the layer is reduced and, as a result, it will be 
difficult for the liquid subsequently injected to form a liquid 
layer on top of the grid. The light fluid (water) is injected 
with the aid of a syringe pump from two channels located 
at the bottom of the cell and the fluid level is increased up 
to the upper boundary. We remark here that it is crucial that 
the level of water has to reach the height at which the grid is 
located, and the fluid has to get in contact with it along the 
whole cell width. During the first contact, water is sucked 
by the solute grains, which are initially dry. Afterwards, the 
water content of the solid powder increases, keeping the 
KMnO4 layer solid but humid. Finally, when the powder 
layer is saturated with water, the suction process stops and 
the dissolution of KMnO4 in water takes place. After the 
conclusion of this phase, which takes about 2 s from first 
contact to powder saturation, the pump is shut down. Solute 
dissolves in water and a fluid layer denser than water forms 

Fig. 1  Experimental setup. The 
Hele–Shaw cell is reported, 
with explicit indication of 
domain dimensions (L, H), 
reference frame (x, z), and main 
components of the apparatus, 
consisting of camera, pump, 
illumination system. Along 
the steel mesh located at the 
top wall, the dye is poured, 
and therefore, the mixture is 
considered as saturated (i.e., 
solute concentration is constant, 
C = Cs)
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importance to investigate geophysical subsurface flows such as water contamination
(Molen & Ommen 1988; LeBlanc 1984), petroleum migration (Simmons et al. 2001),
carbon sequestration (Huppert & Neufeld 2014; Emami-Meybodi et al. 2015) and sea
ice formation (Feltham et al. 2006; Wettlaufer et al. 1997). The main dimensionless
governing parameter of the flow is the Rayleigh-Darcy number (Ra), which stands for an
inverse di↵usivity, or for the relative strength of convection to di↵usion (Slim 2014) and
is defined as

Ra =
g�⇢

⇤
s
(b⇤)2H⇤

12µD
, (1.1)

where �⇢
⇤
s
is the density di↵erence between the solute-satured fluid and the pure fluid, g

is the acceleration due to gravity, b⇤ is the cell gap thickness, H⇤ is the cell height, D is
the molecular di↵usion coe�cient and µ is the dynamic viscosity. The Rayleigh-Bénard-
like system is analysed in terms of solute dissolution rate F (t), i.e. the amount of solute
dissolved per unit of area and time. Based on the time-dependent behaviour of F (t),
three di↵erent flow phases are defined: i) The flow is initially controlled by di↵usion,
ii) then an unstable layer builds up at the upper boundary and convective finger-like
structures form and control the evolution of the system and iii) finally shutdown of
convection takes place (Hewitt et al. 2013; Slim 2014; Emami-Meybodi et al. 2015).
Two-dimensional Darcy simulations have shown that, during the convection dominated
phase, the solute dissolution rate is independent of the Rayleigh-Darcy number (Pau
et al. 2010; Farajzadeh et al. 2013; Hewitt et al. 2013; Slim 2014; De Paoli et al.
2017). However, it is experimentally observed that in Hele-Shaw cells the quantity
F (t) is also weakly dependent on Ra (Backhaus et al. 2011; Tsai et al. 2013). In an
attempt to unravel this discrepancy, Hidalgo et al. (2012) investigated numerically the
time-dependent dissolution process in fluids characterised by concentration-dependent
viscosity and non-monotonic density-concentration curves: They concluded that the Ra-
dependent character of the dissolution flux observed experimentally is not motivated by
these two features. Subsequent studies focused on the influence of the geometry of the
domain on the features of the flow. In particular, with the aid of perturbation techniques
and numerical simulations, Letelier et al. (2019) investigated the e↵ect of the combined
action of the Rayleigh-Darcy number and the anisotropy ratio ✏ = b

⇤
/
p
12H⇤. They

identified three flow configurations, based on the value of the parameter ✏2Ra: i) Darcy
regime (✏2Ra ! 0), where the flow is two-dimensional and well described by Darcy
simulations, ii) Hele-Shaw regime (✏2Ra ⌧ 1), where the flow is still two-dimensional
but influenced by gap-induced dispersion, and iii) three-dimensional regime (✏2Ra � 1).
Object of this work, is to provide experimental ground to these recent findings, with a
further ambitious attempt of reconciling the di↵erent scaling laws of the solute dissolution
rate available from the literature. We will use a Hele-Shaw cell with variable gap and
variable height in Rayleigh-Bénard-like setup.
We introduce the experimental setup in §2. In §3, we present the experimental data for

the time-averaged dissolution rate hF i, and we confirm the existence of a threshold value
for ✏

2Ra above which the two-dimensional flow models fail. Finally, the implications of
present results for porous media flows are discussed in §4.

2. Methodology

We consider a rectangular domain initially filled with pure fluid. Solute concentration
is kept constant at the top wall, whereas the other boundaries are impermeable with
respect to fluid and solute fluxes. This setup is defined as Rayleigh-Bénard-like-like or
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For the problem studied in this work, these equations were derived from the 3D
incompressible Navier–Stokes model coupled with the advection–diffusion equation for
heat transport by using regular perturbation theory, which is shown in appendix A. The
left-hand side of (2.2) is the inertial correction derived by Ruyer-Quil (2001) in the
context of shear flows in Hele-Shaw cells. Assuming Ladv = 0, the right-hand side of
(2.2) is the Darcy–Brinkman extension for convection problems. Finally, the right-hand
side of (2.3) is the hydrodynamic dispersion for this kind of geometry (Oltean et al.
2004). In terms of the Scheidegger dispersion tensor, the dispersion coefficients are
↵L = (2/35)(K/)|u⇤| and ↵T = 0. The boundary conditions assumed for this problem
are periodic in x-axis, w⇤ = 0, @u⇤/@z⇤ = 0 and T⇤ = Th at z⇤ = 0, w⇤ = 0, @u⇤/@z⇤ = 0
and T⇤ = Tc at z⇤ = H. These boundary conditions were used by Otero et al. (2004)
and Hewitt et al. (2012) to model thermal convection in porous media. In (2.1)–(2.3),
x⇤ = x⇤x̂ + z⇤ẑ is the position, u⇤ = u⇤x̂ + w⇤ẑ is the velocity field, p̃⇤ = p⇤ +⇢cgz⇤ is the
modified pressure, g is the gravitational acceleration and  is the thermal diffusivity.
To make the model dimensionless, we use the scalings for position x = x⇤/H, velocity
u = u⇤/uc, pressure p = p̃⇤/ps, time t = uct⇤/H and temperature T = (T⇤ � Tc)/(Th � Tc),
with K = b2/12 the cell permeability, uc = ↵(Th � Tc)gK/µ the characteristic velocity
and ps = µucH/K the characteristic pressure. The dimensionless parameters of the
model are the Prandtl number Pr = ⌫/ , the Rayleigh number Ra = ucH/ and the
anisotropy ratio ✏ =

p
K/H, with ⌫ = µ/⇢c the kinematic viscosity. Therefore, the

dimensionless set of equations studied in this work are

r · u = 0, (2.5)

✏2 Ra
Pr

✓
6
5

@u
@t

+
54
35

(u · r)u
◆

= �rp � u + Tẑ +
6
5
✏2r2u �

2
35

✏2Ra(u · rT)ẑ, (2.6)

@T
@t

+ u · rT =
1

Ra
r2T +

2
35

✏2Rar · [(u · rT)u], (2.7)

valid for ✏ small, Pr>1 and ✏2Ra ⌧ 1. The boundary conditions are periodic in x-axis,
while in z-axis we assume free-slip boundary conditions, T = 1 at z = 0 and T = 0 at
z = 1.

3. Heat transport and thermal dissipation rate
Using 2D Cartesian tensors, (2.7) can be written as

@T
@t

+ @j⇧j = @i(Dij@jT); Dij =
1

Ra
�ij +

2
35

✏2Ra(uiuj), (3.1a,b)

where ⇧j = ujT is the convective heat flux in the j-direction, @j⇧j is the convective
heat flux density (scalar) and Dij is the hydrodynamic dispersion tensor, with �ij the
Kronecker delta. Now, consider the term �i = uiuj@jT . Using the equation @iui = 0, we
obtain �i = ui@j(ujT) = ui@j⇧j, so we can see that �i is also a flux in the i-direction.
In particular, �z = w@j(ujT) = wr · (uT) can be interpreted as the vertical flux of the
convective heat density. The Hele-Shaw cell is a quasi-3D geometry where heat flux
can also be transported in y-axis, i.e. along the cell gap. Assuming ✏ ⌧ 1 to reduce
the 3D Navier–Stokes equation coupled with the scalar transport to the 2D model
shown in (2.5)–(2.7), the perturbative effects of the cell gap in the scalar transport
equation (3.1) are captured by the flux density @i�i, i.e. the mechanical dispersion,
which causes additional mixing. In porous media, it is well known that mechanical
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Fig. 10 (a) Front view of convection in a Hele-Shaw cell
in one-sided configuration [25], with the solute concentra-
tion being constant at top. Fluids consists of an aqueous
solution of KMnO4 (purple to black) and water (white).
The reference frame (x, y, z) and the direction along which
gravity (g) acts are also indicated. (b-d) Schematic repre-
sentation of the side views of the cell (the thickness b is not
to scale with respect to the height H). Three possible flow
regimes as identified by [95] are shown.

number is large [as in the case of 25, where
Sc = O(103)], the dispersive e↵ects dominate
over to the inertial terms. As a result, Eq. (33)
reduces to the Darcy law (9) with additional dis-
persive corrections. These findings suggest within
the Hele-Shaw regime the scaling exponent is
a↵ected by the anisotropy ratio ✏, as predicted by
[95], possibly explaining the discrepancy observed
between Darcy simulations [21] and Hele-Shaw
experiments [20].

Finally, the theoretical work proposed by [95]
has been recently generalized by [104, 105] to
the case of more complex systems characterised
by the presence of two layers of fluids with non-
monotonic density profiles. The framework pro-
vided in [105] allows to evaluate and compare
the mixing performance of di↵erent systems. They
propose a universal law for the evolution of Sh /b�,
which is independent of the cell geometry (✏)
and directly proportional to Ra. Using this the-
oretical framework, they suggest that a possible
reason for the sublinear scaling observed by [20] is
the flow regime (Hele-Shaw regime) in which the
experiments are performed.

5.3 Dispersion in bead packs

Recent developments in experimental techniques
allowed accurate and non-invasive measurements
of convective dissolution in three-dimensional
porous media. The studies discussed in Sec. 4.2

are relative to thin domains, i.e., laboratory exper-
iments in which the dimension of the cell in the
direction perpendicular to the transparent walls
is much smaller than the other two. This confine-
ment may have an e↵ect on the development of the
flow structures (see Sec. 5.1) and on the dissolu-
tion e�ciency of the system. We will present here
three-dimensional measurements of convection in
porous media, and discuss possible approaches to
model dispersion in this context.

A remarkable contribution in the field on con-
vection in three-dimensional porous media was
presented by [106]. This work is original because
of the medium used, consisting of a fibrous mate-
rial, and because of the remarkable visualisa-
tions performed. Beside this work work, most of
investigations on convection in three-dimensional
porous flows involved the presence of bead packs.
The emergence of tomographic imaging systems
over the last years has considerably sped up the
research in this field. In a pioneering work by
[107], magnetic resonance imaging (MRI) of three-
dimensional convective flows in opaque media
were presented, and plumes at low Rayleigh-Darcy
numbers (< 20⇡2) were visualized. Also X-ray
computed tomography (CT) imaging scan is now
frequently used to study mixing of miscible flu-
ids. [108, 109] provided correlations for Sherwood
as a function of Péclet and Rayleigh-Darcy num-
ber, and observed a sublinear scaling for Sh with
Ra, with exponent 0.40 and 0.93 respectively. The
same methodology was employed by [110], who
reported the emergence of characteristic patterns
that closely resemble the dynamical flow struc-
tures produced by high-resolution numerical sim-
ulations. In a later study [111] the role of viscosity
has been also investigated. While on the one hand
[110, 111] observed that the flow is heavily influ-
enced by dispersion, on the other hand a linear
scaling Sh ⇠Ra holds, in contrast with previous
studies. This discrepancy may be due to the rela-
tively short range and small values ofRa explored,
which is well below the value in correspondence
of which the system is observed to attain an
asymptotic linear scaling [52, 57]. Employing the
same measurement technique but di↵erent flu-
ids, [112] achieved larger Rayleigh-Darcy numbers
( 55, 000). Through qualitative and quantitative
observations of flow evolution, they also observed
an enhanced longitudinal spreading of the solute,
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Figure 6. Time-averaged dissolution rate, hF i is here reported. Experiments are grouped by
gap thickness b⇤. (a) hF i is shown as a function of the anisotropy ratio, ✏. Results are grouped by
their for regime as Hele-Shaw and 3D regime. (b) hF i is shown as a function of the ✏

2
Ra. In this

case, the regime classification is more evident. A sharp drop of the dissolution rate is observed
in correspondence of ✏2Ra = 1, where the transition from Hele-Shaw flow to three-dimensional
flow occurs.

To analyse in detail the influence of the geometry of the Hele-Shaw cell, which is crucial
for the evolution of the flow, we use the cell anisotropy ratio, ✏ = b

⇤
/
p
12H⇤, which scales

as the ratio of the characteristic time of transverse di↵usion [(b⇤)2/D] to the longitudinal
advection time (H⇤

/ŵ
⇤, being ŵ

⇤ the vertical velocity averaged across the gap b
⇤, see

Kirby 2010; Bae et al. 2009). The behaviour of hF i as a function of the anisotropy ratio
is shown in figure 6(a). As discussed by Letelier et al. (2019), a Hele-Shaw cell behaves
as a two dimensional domain only in the limit of ✏ ! 0, which is also the limit for Darcy
flow assumptions. An increase of ✏ implies the occurrence of transverse e↵ects which will
lead the behaviour of the cell from Hele-Shaw regime to three-dimensional regime as
proposed by (Letelier et al. 2019). Their classification, however, emerges more clearly if
we plot hF i as a function of the dimensionless number ✏

2Ra. From figure 6(b) clearly
emerges the obvious fact that if ✏2Ra is small, than the cell behaviour is closer to the
Darcy flow behaviour, whereas if ✏2Ra is large the flow exhibits three-dimensional e↵ects
which cannot be described with the Darcy equations, and can cause discrepancies of the
scaling exponents. We find a sharp drop of hF i in correspondence of ✏2Ra = 1, which
represents the threshold value identified theoretically for the transition to the three-
dimensional flow (Letelier et al. 2019). These results provide a further confirmation of
the gap-induced dispersion e↵ects, which represent one of the possible di↵erences in the
flow behaviour observed numerically and experimentally.

4. Discussion and implications for porous media flows

The problem of solute convection has been investigated experimentally also in the
frame porous media. The porous matrix is usually mimicked by glass beads, used to fill
the thick gap (of the order of few centimetres) between two parallel and transparent
plates. Experimental investigations in Rayleigh-Bénard-like configuration indicate that,
as well as in the Hele-Shaw apparatus, there is a regime dominated by convection in which
the solute dissolution rate is constant. Moreover, also in the instance of porous media,
the time-averaged dissolution rate scales as ⇠ Ra↵�1, with 0 < ↵ < 1 (Neufeld et al.
2010). In a recent work, Liang et al. (2018) investigated experimentally the e↵ect of solute

De Paoli, Alipour & Soldati, J. Fluid Mech. (2020)

This model has been further developed in 
Letelier et al., J. Fluid Mech. (2023)
Ulloa & Letelier, J. Fluid Mech. (2022)
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Scalings of convection and finite-size effect

Theory: linear scaling Sh ～ Ra is expected (see review of Hewitt, 2020)
Porous media experiments: Sh ～ Ra#, , < 1 (Neufeld et al., Geophys. Res. Lett. 2010)
Hele-Shaw experiments: Sh ～ Ra#, , < 1 (Backhaus et al., Phys. Rev. Lett. 2011)

Darcy simulations: Sh ～ Ra (Hidalgo et al., Phys. Rev. Lett. 2012)

See De Paoli https://arxiv.org/abs/2310.01999 for a detailed discussion

or viscous-fingering instabilities [23]. The scalar dissipa-
tion rate may also inform about the time evolution of the
mixing length of the flow, which has been shown to exhibit
a universal signature in turbulent flows [24] and heteroge-
neous porous media [25].

Equation (4) exposes the fundamental relationship
among mixing rate, dissolution flux, and mean scalar dis-
sipation rate, and makes it evident that any Rayleigh-
number power-law dependence of the dissolution flux F
must be reflected also in themean scalar dissipation rate h!i.

The link to the scalar dissipation rate is particularly
useful to characterize the time evolution in the analogue-
fluid model. In this case, there is no proper dissolution flux
but, rather, a convection-dominated mixing of the two
initial miscible fluids. Since all boundaries are no-flux
boundaries, the mean concentration hci is constant, and
the equation for the mean square concentration reduces to

@thc2i ¼ "2h!i: (5)

Analyzing h!i provides a fundamentally new way to char-
acterize the macroscopic evolution of convective mixing,
and a rigorous way to quantify any dependence on Ra.

We perform high-resolution computer simulations of the
governing equations (1), for both the canonical model and
the analogue-fluid model. We employ the so-called stream
function—vorticity formulation, in which the equation for
the stream function and the ADE transport equation are
solved sequentially at each time step [26]. We solve the
stream function equation using a spectral method [9,27],
and the concentration equation using a sixth-order compact
finite difference discretization and a third-order Runge-
Kutta time-stepping scheme [26]. We trigger the density-
driven instability by introducing a small perturbation on
the concentration at the boundary (for the canonical sys-
tem) or the horizontal initial interface (for the analogue-
fluid system), as it is commonly done [9,14,15].

The results of a typical simulation are shown in Fig. 1.
The morphology of the convective instability is well known
[9,15,17,18]: after an onset period inwhich a diffusion layer
builds up between the two fluids, the layer develops a one-
sided instability in which downward-moving protrusions
grow exponentially, eventually developing into bloblike
fingers with thin necks at the roots of the fingers; these
fingers then interact, merging into each other, and coarsen-
ing in such a way that well-developed fingers then attract
newly formed fingers [Fig. 1(a)]. A snapshot of the simu-
lated scalar dissipation rate ! illustrates that the regions
where the fluids are actively mixing coincidewith the edges
of the density-driven fingers [Fig. 1(b)]. This behavior is
supported qualitatively by laboratory experiments with a
PG-water system in an Hele-Shaw cell [Fig. 1(c)].

In Fig. 2 we plot the time evolution of the mean scalar
dissipation rate for both the canonical Rayleigh-Bénard-
Darcy model and the analogue-fluid model, and for differ-
ent values of Ra. For each case, there is a regime of

constant rate of scalar dissipation. That period extends,
roughly, from dimensionless time t ¼ 1 to t ¼ 6, which
is about twice the time that it takes for the fingers to reach
the bottom of the domain, indeed highlighting the convec-
tive nature of the dissolution process. It is interesting that
the scalar dissipation rate for the boundary-driven dissolu-
tion case is approximately twice as large as that for the
analogue-fluid model, in analogy with the diffusive flux for
one-dimensional diffusion from a one-sided boundary
problem vs two-sided diffusion from an initial sharp
discontinuity.
We compute the time-averaged mean scalar dissipation

rate h!i during the time period of constant dissolution flux
(t 2 ½1; 6$ for the canonical model and t 2 ½2; 8$ for
the analogue-fluid model). For simulations with high Ra
(> 5000), the scalar dissipation rate appears to be inde-
pendent of Ra (Fig. 2, inset). Given the fluctuations of the
mean scalar dissipation rate over time, one cannot reject
the null hypothesis that the dissolution flux is independent

of the Rayleigh number. Indeed, we fit a power law to h!i
obtained from the high-resolution simulations as a function
of Ra. This yields a best fit (with 95% confidence bounds)

h!i % ð0:0120' 0:0013ÞRaþ0:031'0:012 for the canonical

model, and h!i % ð0:0072' 0:0012ÞRa"0:017'0:017 for the
analogue-fluid model. These results provide conclusive
evidence that the classical Darcy-Boussinesq model of
convective mixing predicts a regime in which the dissolu-
tion flux and subsequent mixing is constant and, in the
range of high Ra, independent of the Rayleigh number.
However, recent experimental studies using analogue

fluids, like methanol-ethylene glycol and water (MEG-
water) [15] and propylene glycol and water (PG-water)

(a) (b) (c) 0 1 cm

FIG. 1. (a) Snapshot of the concentration c at dimensionless
time t ¼ 1 from a simulation of the analogue-fluid system with
Ra ¼ 10000 and constant viscosity (R ¼ 0). A computational
grid of 512* 1536 cells was used, and only a small window of
the simulation domain is shown. (b) Corresponding snapshot of
the scalar dissipation rate !, for the same simulation as that in
(a). Here, dark color corresponds to high values of !, and
indicates regions of active mixing. (c) Snapshot of a surrogate
of the scalar dissipation rate ! ¼ rc +Dmrc (obtained from
light intensity) from a laboratory experiment with a PG-water
system in a Hele-Shaw cell, illustrating that mixing is primarily
confined to narrow layers along the edges of the horizontal
interface and the density-driven fingers.
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Kutta time-stepping scheme [26]. We trigger the density-
driven instability by introducing a small perturbation on
the concentration at the boundary (for the canonical sys-
tem) or the horizontal initial interface (for the analogue-
fluid system), as it is commonly done [9,14,15].

The results of a typical simulation are shown in Fig. 1.
The morphology of the convective instability is well known
[9,15,17,18]: after an onset period inwhich a diffusion layer
builds up between the two fluids, the layer develops a one-
sided instability in which downward-moving protrusions
grow exponentially, eventually developing into bloblike
fingers with thin necks at the roots of the fingers; these
fingers then interact, merging into each other, and coarsen-
ing in such a way that well-developed fingers then attract
newly formed fingers [Fig. 1(a)]. A snapshot of the simu-
lated scalar dissipation rate ! illustrates that the regions
where the fluids are actively mixing coincidewith the edges
of the density-driven fingers [Fig. 1(b)]. This behavior is
supported qualitatively by laboratory experiments with a
PG-water system in an Hele-Shaw cell [Fig. 1(c)].

In Fig. 2 we plot the time evolution of the mean scalar
dissipation rate for both the canonical Rayleigh-Bénard-
Darcy model and the analogue-fluid model, and for differ-
ent values of Ra. For each case, there is a regime of

constant rate of scalar dissipation. That period extends,
roughly, from dimensionless time t ¼ 1 to t ¼ 6, which
is about twice the time that it takes for the fingers to reach
the bottom of the domain, indeed highlighting the convec-
tive nature of the dissolution process. It is interesting that
the scalar dissipation rate for the boundary-driven dissolu-
tion case is approximately twice as large as that for the
analogue-fluid model, in analogy with the diffusive flux for
one-dimensional diffusion from a one-sided boundary
problem vs two-sided diffusion from an initial sharp
discontinuity.
We compute the time-averaged mean scalar dissipation

rate h!i during the time period of constant dissolution flux
(t 2 ½1; 6$ for the canonical model and t 2 ½2; 8$ for
the analogue-fluid model). For simulations with high Ra
(> 5000), the scalar dissipation rate appears to be inde-
pendent of Ra (Fig. 2, inset). Given the fluctuations of the
mean scalar dissipation rate over time, one cannot reject
the null hypothesis that the dissolution flux is independent

of the Rayleigh number. Indeed, we fit a power law to h!i
obtained from the high-resolution simulations as a function
of Ra. This yields a best fit (with 95% confidence bounds)

h!i % ð0:0120' 0:0013ÞRaþ0:031'0:012 for the canonical

model, and h!i % ð0:0072' 0:0012ÞRa"0:017'0:017 for the
analogue-fluid model. These results provide conclusive
evidence that the classical Darcy-Boussinesq model of
convective mixing predicts a regime in which the dissolu-
tion flux and subsequent mixing is constant and, in the
range of high Ra, independent of the Rayleigh number.
However, recent experimental studies using analogue

fluids, like methanol-ethylene glycol and water (MEG-
water) [15] and propylene glycol and water (PG-water)
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FIG. 1. (a) Snapshot of the concentration c at dimensionless
time t ¼ 1 from a simulation of the analogue-fluid system with
Ra ¼ 10000 and constant viscosity (R ¼ 0). A computational
grid of 512* 1536 cells was used, and only a small window of
the simulation domain is shown. (b) Corresponding snapshot of
the scalar dissipation rate !, for the same simulation as that in
(a). Here, dark color corresponds to high values of !, and
indicates regions of active mixing. (c) Snapshot of a surrogate
of the scalar dissipation rate ! ¼ rc +Dmrc (obtained from
light intensity) from a laboratory experiment with a PG-water
system in a Hele-Shaw cell, illustrating that mixing is primarily
confined to narrow layers along the edges of the horizontal
interface and the density-driven fingers.
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Pore-scale simulations

From Rayleigh–Bénard convection to porous-media convection 895 A18-13
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FIGURE 7. Typical snapshots of the instantaneous (a,d,g) temperature T , (b,e,h) the
velocity magnitude |u| and (c, f,i) the local convective heat flux v · δT in the vertical
direction at (a–c) (Ra, φ) = (109, 1), (d–f ) (Ra, φ) = (109, 0.82) and (g–i) (Ra, φ) =
(107, 0.82). Circles in (d–i) indicate the obstacle array. Note that according to the
temperature equation (2.2), the temperature in the obstacles is well defined.

(Sugiyama et al. 2010), as shown in figure 7(a–c). Due to the formation of the
LSC, the velocity in the bulk is non-uniform. Following the LSC, plumes detaching
from the thermal boundary layers mainly go up and down near the sidewalls. The
temperature at the cell centre is well mixed with T ≈ Tm. From the distribution of
v · δT it is confirmed that counter-gradient convective heat flux appears locally around
the LSC and corner rolls, which is due to the bulk dynamics and the competition
between the corner-flow rolls and the LSC (Sugiyama et al. 2010; Huang & Zhou
2013). The inclusion of an array of obstacles has a significant influence on the
flow structures, as displayed in figure 7(d–i). Convection strength is reduced and
the LSC is suppressed due to the impedance of the obstacle array. Temperature
mixing at the cell centre is less efficient. Thermal plumes detaching from the thermal
boundary layers can penetrate deep in the bulk, forming convection channels, namely
the regions with strong flows that are formed between the obstacles. When Ra is
relatively large, the characteristic length scales of the flow structures are smaller
than the pore scale, and the flow is chaotic and dominated by fragmented plumes,
as shown in figure 7(d); while when Ra is relatively small the flow is dominated
by large-scale plumes, as shown in figure 7(g). Comparing figures 7( f,i) and 7(c), it
is found that the counter-gradient convective heat flux is reduced in regular porous
media, which is attributed to the suppression of the LSC and coherence of plume
dynamics due to the impedance of the obstacle array.
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velocity magnitude |u| and (c, f,i) the local convective heat flux v · δT in the vertical
direction at (a–c) (Ra, φ) = (109, 1), (d–f ) (Ra, φ) = (109, 0.82) and (g–i) (Ra, φ) =
(107, 0.82). Circles in (d–i) indicate the obstacle array. Note that according to the
temperature equation (2.2), the temperature in the obstacles is well defined.

(Sugiyama et al. 2010), as shown in figure 7(a–c). Due to the formation of the
LSC, the velocity in the bulk is non-uniform. Following the LSC, plumes detaching
from the thermal boundary layers mainly go up and down near the sidewalls. The
temperature at the cell centre is well mixed with T ≈ Tm. From the distribution of
v · δT it is confirmed that counter-gradient convective heat flux appears locally around
the LSC and corner rolls, which is due to the bulk dynamics and the competition
between the corner-flow rolls and the LSC (Sugiyama et al. 2010; Huang & Zhou
2013). The inclusion of an array of obstacles has a significant influence on the
flow structures, as displayed in figure 7(d–i). Convection strength is reduced and
the LSC is suppressed due to the impedance of the obstacle array. Temperature
mixing at the cell centre is less efficient. Thermal plumes detaching from the thermal
boundary layers can penetrate deep in the bulk, forming convection channels, namely
the regions with strong flows that are formed between the obstacles. When Ra is
relatively large, the characteristic length scales of the flow structures are smaller
than the pore scale, and the flow is chaotic and dominated by fragmented plumes,
as shown in figure 7(d); while when Ra is relatively small the flow is dominated
by large-scale plumes, as shown in figure 7(g). Comparing figures 7( f,i) and 7(c), it
is found that the counter-gradient convective heat flux is reduced in regular porous
media, which is attributed to the suppression of the LSC and coherence of plume
dynamics due to the impedance of the obstacle array.
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Fig. 7 Pore-scale two-dimensional simulations [30].
(a) Exemplar dimensionless temperature field (#) [adapted
with permission from 30], being 0 and 1 the tempera-
ture values at the top and bottom boundaries, respectively.
(b) Detail with explicit indication of the boundary layer
thickness (� = H/(2Sh)) and the average pore scale (ls).
The medium consist of aligned circular and conductive
obstacles for Schmidt number Sc = 4.3. (c) Sherwood num-
ber (Sh) is reported as a function of the Rayleigh number
(RaT) for di↵erent values of porosity, �. Note that results
for unconfined fluids (� = 1) are also shown. (d) compen-
sated Sherwood number (Sh /RaT

�0.3) as a function of
�/ls.

physical mechanisms, which are set by the prop-
erties of the porous matrix [30]. On the one hand,
the presence of obstacles makes the flow more
coherent, with the correlation between temper-
ature fluctuation and vertical velocity enhanced
and the counter-gradient convective heat transfer
suppressed, leading to heat transfer enhancement.
On the other hand, the convection strength is
reduced due the impedance of the obstacle array,
leading to heat transfer reduction. The variation
of Sh withRaT (notRa) is reported in Fig. 7(c),
where the presence of these two distinct regimes
is apparent. For su�ciently large RaT or high
porosity, the classical scaling is recovered (RaT

1/3,
[71, 72]). When the Rayleigh number is lowered,

however, the role of the porous structure in con-
fining the flow is critical, and a correlation for the
Sherwood number Sh is proposed:

Sh ⇡ 1 + c�

✓
H

`s

◆4

Sc2 Re2(RaT)
�1, (31)

where the Reynolds number Re is computed based
on the velocity fluctuations and c = 8 is a fit-
ting parameter. This scaling is proven to be well
approximated by Sh ⇠ RaT

0.65 [30]). The tran-
sition between these regimes appears clearly in
Fig. 7(d), when the compensated Sherwood num-
ber (Sh /RaT

�0.3) is shown as a function of the
boundary layer thickness [� = H/(2Sh)] divided
by the average pore scale (ls). The situation is
schematically illustrated in Fig. 7(a,b). When the
thickness of the thermal boundary layer is com-
parable to the averaged pore length scale (�/ls =
1), the transition from one regime to the other
occurs. In addition to the porous structure and the
Rayleigh number, in case of thermal convection,
the boundary layer thickness and the heat trans-
fer coe�cient are determined also by the value of
thermal conductivity of the solid and liquid phases
[74, 75].

4 One-sided convection

The one-sided configuration introduced in Sec. 2.3
is representative of natural instances like geo-
logical CO2 sequestration [12] and mixing in
groundwater flows [76]. In these cases a fluid-
saturated porous domain [sketched in Fig. 4(c-i)]
is allowed to exchange solute through the top
boundary. The system is initially driven by di↵u-
sion [17, 58, 77]. The fluid layer below the upper
boundary becomes progressively rich in solute,
increasing the density of the liquid phase. When
su�ciently thick, this high-density layer eventu-
ally becomes unstable and fingers like structures
form [78, 79], evolve (i.e., grow and merge) and
if the Rayleigh-Darcy number is su�ciently large
[Ra > O(103)] the system may reach a quasi-
steady regime. In this phase the dimensionless
solute flux bF computed as in Eq. (26), indicat-
ing the mass of solute dissolved through the top
boundary per unit of surface area and time, is
nearly constant over time. For simplicity, here-
inafter we will refer to bF as the time-averaged
value of flux in this constant-flux phase. The role
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FIGURE 7. Typical snapshots of the instantaneous (a,d,g) temperature T , (b,e,h) the
velocity magnitude |u| and (c, f,i) the local convective heat flux v · δT in the vertical
direction at (a–c) (Ra, φ) = (109, 1), (d–f ) (Ra, φ) = (109, 0.82) and (g–i) (Ra, φ) =
(107, 0.82). Circles in (d–i) indicate the obstacle array. Note that according to the
temperature equation (2.2), the temperature in the obstacles is well defined.

(Sugiyama et al. 2010), as shown in figure 7(a–c). Due to the formation of the
LSC, the velocity in the bulk is non-uniform. Following the LSC, plumes detaching
from the thermal boundary layers mainly go up and down near the sidewalls. The
temperature at the cell centre is well mixed with T ≈ Tm. From the distribution of
v · δT it is confirmed that counter-gradient convective heat flux appears locally around
the LSC and corner rolls, which is due to the bulk dynamics and the competition
between the corner-flow rolls and the LSC (Sugiyama et al. 2010; Huang & Zhou
2013). The inclusion of an array of obstacles has a significant influence on the
flow structures, as displayed in figure 7(d–i). Convection strength is reduced and
the LSC is suppressed due to the impedance of the obstacle array. Temperature
mixing at the cell centre is less efficient. Thermal plumes detaching from the thermal
boundary layers can penetrate deep in the bulk, forming convection channels, namely
the regions with strong flows that are formed between the obstacles. When Ra is
relatively large, the characteristic length scales of the flow structures are smaller
than the pore scale, and the flow is chaotic and dominated by fragmented plumes,
as shown in figure 7(d); while when Ra is relatively small the flow is dominated
by large-scale plumes, as shown in figure 7(g). Comparing figures 7( f,i) and 7(c), it
is found that the counter-gradient convective heat flux is reduced in regular porous
media, which is attributed to the suppression of the LSC and coherence of plume
dynamics due to the impedance of the obstacle array.
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(Sugiyama et al. 2010), as shown in figure 7(a–c). Due to the formation of the
LSC, the velocity in the bulk is non-uniform. Following the LSC, plumes detaching
from the thermal boundary layers mainly go up and down near the sidewalls. The
temperature at the cell centre is well mixed with T ≈ Tm. From the distribution of
v · δT it is confirmed that counter-gradient convective heat flux appears locally around
the LSC and corner rolls, which is due to the bulk dynamics and the competition
between the corner-flow rolls and the LSC (Sugiyama et al. 2010; Huang & Zhou
2013). The inclusion of an array of obstacles has a significant influence on the
flow structures, as displayed in figure 7(d–i). Convection strength is reduced and
the LSC is suppressed due to the impedance of the obstacle array. Temperature
mixing at the cell centre is less efficient. Thermal plumes detaching from the thermal
boundary layers can penetrate deep in the bulk, forming convection channels, namely
the regions with strong flows that are formed between the obstacles. When Ra is
relatively large, the characteristic length scales of the flow structures are smaller
than the pore scale, and the flow is chaotic and dominated by fragmented plumes,
as shown in figure 7(d); while when Ra is relatively small the flow is dominated
by large-scale plumes, as shown in figure 7(g). Comparing figures 7( f,i) and 7(c), it
is found that the counter-gradient convective heat flux is reduced in regular porous
media, which is attributed to the suppression of the LSC and coherence of plume
dynamics due to the impedance of the obstacle array.
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Fig. 7 Pore-scale two-dimensional simulations [30].
(a) Exemplar dimensionless temperature field (#) [adapted
with permission from 30], being 0 and 1 the tempera-
ture values at the top and bottom boundaries, respectively.
(b) Detail with explicit indication of the boundary layer
thickness (� = H/(2Sh)) and the average pore scale (ls).
The medium consist of aligned circular and conductive
obstacles for Schmidt number Sc = 4.3. (c) Sherwood num-
ber (Sh) is reported as a function of the Rayleigh number
(RaT) for di↵erent values of porosity, �. Note that results
for unconfined fluids (� = 1) are also shown. (d) compen-
sated Sherwood number (Sh /RaT

�0.3) as a function of
�/ls.

physical mechanisms, which are set by the prop-
erties of the porous matrix [30]. On the one hand,
the presence of obstacles makes the flow more
coherent, with the correlation between temper-
ature fluctuation and vertical velocity enhanced
and the counter-gradient convective heat transfer
suppressed, leading to heat transfer enhancement.
On the other hand, the convection strength is
reduced due the impedance of the obstacle array,
leading to heat transfer reduction. The variation
of Sh withRaT (notRa) is reported in Fig. 7(c),
where the presence of these two distinct regimes
is apparent. For su�ciently large RaT or high
porosity, the classical scaling is recovered (RaT

1/3,
[71, 72]). When the Rayleigh number is lowered,

however, the role of the porous structure in con-
fining the flow is critical, and a correlation for the
Sherwood number Sh is proposed:

Sh ⇡ 1 + c�

✓
H

`s

◆4

Sc2 Re2(RaT)
�1, (31)

where the Reynolds number Re is computed based
on the velocity fluctuations and c = 8 is a fit-
ting parameter. This scaling is proven to be well
approximated by Sh ⇠ RaT

0.65 [30]). The tran-
sition between these regimes appears clearly in
Fig. 7(d), when the compensated Sherwood num-
ber (Sh /RaT

�0.3) is shown as a function of the
boundary layer thickness [� = H/(2Sh)] divided
by the average pore scale (ls). The situation is
schematically illustrated in Fig. 7(a,b). When the
thickness of the thermal boundary layer is com-
parable to the averaged pore length scale (�/ls =
1), the transition from one regime to the other
occurs. In addition to the porous structure and the
Rayleigh number, in case of thermal convection,
the boundary layer thickness and the heat trans-
fer coe�cient are determined also by the value of
thermal conductivity of the solid and liquid phases
[74, 75].

4 One-sided convection

The one-sided configuration introduced in Sec. 2.3
is representative of natural instances like geo-
logical CO2 sequestration [12] and mixing in
groundwater flows [76]. In these cases a fluid-
saturated porous domain [sketched in Fig. 4(c-i)]
is allowed to exchange solute through the top
boundary. The system is initially driven by di↵u-
sion [17, 58, 77]. The fluid layer below the upper
boundary becomes progressively rich in solute,
increasing the density of the liquid phase. When
su�ciently thick, this high-density layer eventu-
ally becomes unstable and fingers like structures
form [78, 79], evolve (i.e., grow and merge) and
if the Rayleigh-Darcy number is su�ciently large
[Ra > O(103)] the system may reach a quasi-
steady regime. In this phase the dimensionless
solute flux bF computed as in Eq. (26), indicat-
ing the mass of solute dissolved through the top
boundary per unit of surface area and time, is
nearly constant over time. For simplicity, here-
inafter we will refer to bF as the time-averaged
value of flux in this constant-flux phase. The role
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Influence of dispersion

Patch of dye in a uniform flow 
through a porous medium

Mechanism of dispersion

Fickian formulation for dispersion

We consider a fluid-saturated homogeneous
porous medium with porosity � and permeability
k (Fig. 2a). The flow field is fully described by the
continuity and Darcy equations, respectively:

r · u = 0 (8)

u = �

µ
(rp+ ⇢g) . (9)

Note that in this case u is the seepage or Darcy
velocity, and it represents the value of fluid veloc-
ity averaged over the REV (Fig. 2b). It is related
to the fluid velocity averaged over the fluid phase
of the REV (ũ) via the Dupuit-Forchheimer rela-
tionship u = �ũ [18]. Same applies to pressure p
and density ⇢.

The evolution of the concentration field is
controlled by the advection-di↵usion equation

�
@C

@t
+r · (uC � �DrC) = 0 , (10)

where t is time, C is the concentration averaged
over the REV andD is the solute di↵usivity, which
is assumed constant here. In a more general for-
mulation discussed in Sec. 2.2.1 this coe�cient
may be replaced by a dispersion tensor D, that
depends on the local flow conditions (u) or the
fluid properties (Sc). While the solid is commonly
impermeable to solute, in the thermal case a di↵u-
sive heat flux may occur within the solid matrix.
In case of thermal equilibrium between the solid
and the liquid phases, Eqs. (8)-(10) keep being
valid.

A convective flow is driven by density di↵er-
ences, and therefore a possible velocity scale is the
buoyancy velocity U , i.e. the free fall velocity of
a parcel of immiscible fluid surrounded by fluid
having a density contrast �⇢, which is defined as

U =
g�⇢k

µ
. (11)

We observe that U is independent of the any
length scale, and it relates to the fluid (�⇢, µ),
medium (k) and domain (g) properties. In addi-
tion to the domain length scale (H), one can
consider as a reference length scale the distance `
over which advection and di↵usion balance [17]

` =
�D

U
. (12)

The evolution of the fluid layer is controlled by
buoyancy, which tends to drive the flow towards
a stable configuration, and di↵usion, acting to
reduce local concentration gradients and increas-
ing the mixing of solute in the domain. The
relative importance of the strength of these con-
tributions is evaluated by the Rayleigh-Darcy
number Ra, defined by the product of Rayleigh
numberRaT (1) and Darcy number Da (7):

Ra =RaT Da =
UH

�D
=

H

`
. (13)

Note that in this case the Rayleigh-Darcy number
includes all the macroscopic properties of the sys-
tem: domain properties (g,H), medium properties
(k,�) and fluid properties (D,µ,�⇢). In addition,
when the spatial coordinates are made dimension-
less with respect to ` (12), Ra = H/` can be
interpreted as the dimensionless layer height [17].

A Darcy-type flow occurs when the size of the
flow structures is much greater than the reference
length of the REV [14]. In quantitative terms,
these conditions are matched when: (i) the pore-
scale Reynolds number is small, and (ii) the length
scale of the convective flow is large compared to
the pore size. These conditions are respectively
fulfilled if both Reynolds (Re) and Péclet (Pe)
numbers are small:

Re =
Ra Da1/2

Sc
⌧ 1 (14)

Pe =Ra Da1/2 ⌧ 1. (15)

Note that in this definition of Pe the pore length
scale (

p
k) and the buoyancy velocity U are used

as length and velocity scales, respectively.

2.2.1 Dispersion

Solute redistribution induced by the fluid carry-
ing the solute and flowing through the porous
medium is defined as dispersion [22]. This mech-
anism, which has the e↵ect of homogenizing the
solute concentration field, adds to the contribution
of molecular di↵usion. For this reason, these two
contributions that are originated by very di↵erent
physical mechanisms are often grouped within a
unique formulation. In porous media, dispersion
may arise due to several reasons: pore-scale change

6

of flow direction (mechanical dispersion), het-
erogeneous permeability fields (large-scale disper-
sion) or other mechanisms, such as no-slip at the
boundary of the pores or dead-end pores (anoma-
lous dispersion). These e↵ects are the result of
the pore-scale dynamics, and can be considerably
more e↵ective (up to few orders of magnitude)
than the solute spreading due to molecular di↵u-
sion. Therefore, it may be necessary to account
for the presence of dispersion when modelling the
flow at the Darcy scale. Here we consider the con-
tribution of mechanical dispersion and molecular
di↵usion, usually grouped in a term defined as
hydrodynamics dispersion. For simplicity, in the
following we will indicate this mechanism as dis-
persion, ad we refer to [36] for a general theoretical
discussion on dispersion-induced mixing.

A classical approach to account for the e↵ects
of dispersion consists of replacing the molecu-
lar di↵usion coe�cient, D in Eq. (10), with a
dispersion tensor D which depends on the local
flow conditions. Typically, the dispersion tensor
is anisotropic and aligned with the flow, mean-
ing that it can be decomposed into two compo-
nents in the directions parallel (DL, longitudinal
dispersion) and perpendicular (DT , transverse dis-
persion) to the local flow velocity u. This model
is labelled as Fickian dispersion model [37]. With
these assumptions, the dispersion tensor takes the
form:

D = DI+ (↵L � ↵T )
uu

|u| + ↵TuI, (16)

where I is the identity tensor, and the coe�cients
↵L = DL/U and ↵T = DT /U correspond to
the dispersivities of the medium in longitudinal
and transverse directions, respectively. Dispersion
in the cross-flow direction is typically 1-2 orders
of magnitude smaller than in the stream flow
direction. The ratio of these two contributions is
quantified by the dispersivity ratio

r =
DL

DT
. (17)

The magnitude of DL and DT is estimated with
the aid of correlations based on experiments and
simulations [see 22, and references therein]. Lon-
gitudinal and transverse dispersion coe�cients
depend on many parameters, namely Schmidt
number [38], Reynolds number [39], tortuosity of

r = 6

(i)diffusion
regime

(ii) diffusion and 
mechanical dispersion

(iii) pure mechanical 
dispersion

(iv) non-
Darcy

Sc = 50Sc 
= 55

0

r = 1

Fig. 3 Dispersivity ratio r = DL/DT shown for poros-
ity � = 0.37, tortuosity ⌧ = 0.68 and di↵erent Schmidt
numbers, namely Sc = 50, 150, 250, 350, 450 and 550.
The correlations proposed by [40] have been employed. The
advective flow is divided in several regimes, discussed in
the text.

the medium [40], Péclet number [41], fluid phases
[40]. We refer to [42] for a review of numerical,
experimental and theoretical works in this field.

We consider here an example of a medium com-
posed of monodispersed beads, typical of numeri-
cal and experimental setups commonly employed
in pore-scale investigations, and we show that the
dispersivity ratio r may considerably vary as a
function of the Péclet number of the flow (a similar
procedure applies for di↵erent media – porosity,
tortuosity – and flow – Péclet number – proper-
ties). We consider the case of solutal convection
in a monodispersed bead pack at Sc  550. For a
monodispersed close random packing the porosity
is � = 0.37 [43, 44] and the tortuosity (the ratio
of actual flow path length to the straight distance
between the ends of the flow path [35]) is ⌧ =
0.68 [see 45, and references therein]. We use the
empirical correlations proposed by [40], obtained
for laboratory experiments, i.e., in architecture-
controlled media, whereas we refer to [46] for a
review of dispersion relations in field-scale data.
The results proposed by [40] are valid for liquids
and at Sc  550, and we report the dispersivity
ratio in Fig. 3 (for Sc > 550, similar correla-
tions are provided). Four main flow regimes have
been identified, for increasing Pe: (i) di↵usion
regime, with molecular di↵usion being the dom-
inant mechanism; (ii) di↵usion and mechanical
dispersion, when the two contributions are com-
parable; (iii) pure mechanical dispersion, when
the influence of molecular di↵usion is negligible;
(iv) non-Darcy, when the e↵ects of inertia and
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FIG. 1. Time-averaged horizontal-mean concentration profile 〈C〉 and snapshots of the concentration field
C from DNS at Ram = 20 000 and r = 10 for different Rad . The domain aspect ratio is L = 5. In panel (a),
only half of 〈C〉 is shown due to its antisymmetry about the midplane, and the z values on the horizontal axis are
nonuniformly spaced to clearly show the structure near the wall. Increasing mechanical disperison (decreasing
Rad ) thickens the diffusive boundary layer, coarsens the flow pattern, and stabilizes the flow. Moreover, the
convection transitions to a fan-flow structure at Rad < 5000.

so that Rad becomes the only parameter controlling the dynamics of the system for fixed r . Thus,
at large Ram the concentration field C and the buoyancy velocity u are determined solely by the
dispersive Rayleigh number Rad , as confirmed by our DNS data. Once C and u become invariant in
the limit of Ram → ∞, Fm ∼ c1, and Fd ∼ c2Ram with the constants c1 and c2 determined by Rad ,
as shown in Fig. 4(a).
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Flow configuration
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2.3. Numerical simulations245

2.3.1. Governing equations246

In the numerical part of this study, we solve the Navier–Stokes equations for momentum,247
subject to the Oberbeck–Boussinesq approximation. This means that variations in the density248
are only significant in the buoyancy term, so we can assume the flow to be incompressible249
and impose r · u = 0 on the velocity field u. We consider variations in density to be linearly250
related to the concentration field ⇠, which itself satisfies an advection-diffusion equation.251
We therefore consider the following governing equations252

mCu + (u · r)u = �d�1
0 r? + ar2u � 6V⇠ ẑ, (2.26)253

mC⇠ + (u · r)⇠ = ⇡r2
⇠, (2.27)254255

where d0 is a reference density, a = `/d0 is the kinematic viscosity,⇡ is the solutal diffusivity,256
6 is gravitational acceleration, and V is the solutal contraction coefficient describing the linear257
relationship between density and concentration. The pressure ? satisfies a Poisson equation258
such that a divergence-free velocity field is ensured.259

We solve the equations (2.26)-(2.27) in a two-dimensional domain of height � and of260
width

p
3�. Periodic boundary conditions are imposed in the horizontal (G) direction for all261

flow variables. At the top and bottom walls (I = ±�/2), we impose zero mass flux of solute262
(mI⇠ = 0) and zero velocity (u = 0). In the following subsections, we describe the properties263
of the solid porous matrix that occupies a portion of the simulation domain, as well as details264
of the numerical implementation for the flow solver and the conditions at the liquid-solid265
boundaries.266

2.3.2. Porous medium properties267

The numerical simulations are designed to match the porosity of the experiments, namely268
q = 0.37. To consider a two-dimensional setup most similar to the monodisperse spherical269
bead pack of the experiments, we construct the solid phase in the simulations from circles270
of a given diameter 3. Most past studies of a similar configuration (e.g. Sardina et al. 2018;271
Liu et al. 2020) that explicitly resolve the pore-scale dynamics with a liquid-solid boundary272
are performed at a higher porosity, allowing for a wide range of configurations for the solid273
phase. Since we aim to match a low experimental porosity of q = 0.37, we prescribe a274
hexagonal arrangement of the circular beads, as shown in figure 6(a), which allows for free275
percolation of the fluid in 2D at these low porosities. Such perfectly regular arrangements are276
not representative of the porous matrix in the experiments, so we also repeat our simulations277
in domains where random shifts from this hexagonal arrangement are made to the positions278
of the solid circles. An example of these random shifts is shown in figure 6(b). To prevent279
regions of trapped fluid, we limit the random perturbations to the grey areas in that schematic,280
such that the (black) solid regions do not overlap.281

As discussed above in §2.2.3, the permeability : is key to understanding the effect of the282
porous medium properties on the flow. For example, the key velocity scale * of (2.6) relies283
on the balance between buoyancy, permeability, and viscosity. While the determination of284
the permeability of three-dimensional arrays of spheres is well studied, for two-dimensional285
flows (array of cylinders with infinite length) the situation has been less investigated. By286
definition, the value of permeability would be determined by measuring the pressure drop287
across the medium for different flow rates. Happel & Brenner (2012) suggest that :⇠ = 5288
holds also for two-dimensional media They considered a flow perpendicular to an array289
of cylinders (indicated as perpendicular flow in Xu & Yu (2008)) and observed that for290
0.25 < q < 0.55, the Carman constant can very well approximated as :⇠ = 5. Therefore,291
also in the two-dimensional case, we will assume that Eq. (2.23) applies.292

Finite difference 
(AFiD, open 

source) 
+

Immersed 
Boundaries Method

9

because of the linear dependency of the density of the solution with respect to the solute321
concentration (Slim et al. 2013; De Paoli et al. 2022a). This condition is indeed met not only322
in the simulations presented here, but also in most of the numerical works available in the323
literature.324

The fluids employed in the experiments are water and an aqueous solution of KMnO4325
(Potassium Permanganate, Thermo Scientific, ACS reagent). We consider that the dynamic326
viscosity, ` = 9.2⇥ 10�4 Pa·s, is constant and independent of the solute concentration (Slim327
et al. 2013). Similarly, we assume that the diffusion coefficient is not sensibly affected by328
solute concentration, and corresponds to ⇡ = 1.65⇥ 10�9 m2/s. While water density (dF) is329
nearly constant among the experiments (it is only dependent on temperature, o), the density330
of the aqueous solution of KMnO4 can be varied by changing the concentration of solute in331
the aqueous solution, ⇠, which is varied to control the density difference between the heavy332
and the light fluid. Provided that the mass fraction of the solution is defined as:333

l(⇠) = ⇠

d(⇠) , (2.9)334

it is possible to determine the respective dependency of density, mass fraction and concen-335
tration. The density of the mixture, d(⇠) is well approximated by a linear function of the336
solute concentration, i.e., it meets the desired condition:337

d = d0


1 + �d

d0⇠0

�
⇠ � ⇠0

� �
. (2.10)338

The concentration-density profiles as well as additional details are reported in Appendix A.1.339

2.2.3. Porous medium properties340

With the aim of mimicking a homogeneous and isotropic porous medium, we fill the cell341
with monodisperse spheres having diameter 3, with 1 mm 6 3 6 4 mm. Provided that342
the spheres are monodisperse, the diameter of the beads and the porosity of the medium343
are the two parameters that determine the medium property, i.e., the permeability. In the344
following, we will discuss bead size, medium porosity and permeability. A summary of all345
the experimental parameters considered is reported in table 1.346

The porosity of the medium indicates the ratio between the volume of fluid used to fill347
the cell and the total cell volume (fluid and beads). We measure the porosity by comparing348
the volume of water required to filled the cell with and without the beads. The preparation349
of the medium is crucial in determining the cell porosity and permeability. In this work, the350
cell is vibrated before injecting the fluid so that the medium consolidates. Following this351
procedure, the beads form a close random packing and the expected value of porosity in case352
of monodisperse spheres is q = 0.359 � 0.375 (Dullien 1991; Haughey & Beveridge 1969).353
The values of porosity measured experimentally are q = 0.37 for all nominal diameters354
considered, except 3 = 3.00 mm, in which the value of porosity measured is slightly lower355
(q = 0.35). This difference can be possibly attributed to the lower quality of the beads with356
3 = 3.00 mm, which have a wide distribution of diameters (see Appendix A.2). Indeed, the357
more dispersed the diameters, the lower the value of porosity that can be achieved.358

The permeability is inferred from the Kozeny-Carman correlation, i.e.359

: =
3

2

36:⇠
q

3

(1 � q)2 (2.11)360

where :⇠ is the Carman constant. This phenomenological correlation is obtained for creeping361
flow, and it is found to be independent of the particle shape (Dullien 1991) (for non-spherical362
particles, 3 is the equivalent diameter). The Carman constant originally proposed within the363

Resolution:
- velocity:≥ 32 points 

per diameter
- conc.   : ≥ 128

points per diameter
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Figure 8: Dimensionless mixing length scaled with respect to ✓ is shown for experiments (colorbar) and
simulations (legend). Simulations are shown for the regular pattern (solid lines) and the randomly perturbed
pattern (dotted lines) as detailed in figure 4. In the experiments, mixing length is computed assuming that the
flow is symmetric with respect to the domain centerline, and a time correction is also applied (see §A.3). Data
is only plotted up to the time when the fingers reach the edge of the domain, so when ⌘ = �. Asymptotically,
experiments and simulations follow the scaling ⌘ = 2*C (dashed line).

The threshold-based definition discussed above would track the vertical extremes of the559
finger growth over time. Alternatively, we can define a mixing length based on the mean560
concentration profile, and this is the approach we use for the simulations. For this, we can561
assume that the mean (i.e, horizontally-averaged) profile takes a piecewise linear profile562

⇠ (I, C)
⇠0

=

8>>><
>>>:

0 I 6 �⌘/2
1/2 + I/⌘ |I | < ⌘/2
1 I > ⌘/2

(3.1)563

Here, the overbar denotes a horizontal average, ⌘ is the mixing length, and the initial interface564
position is taken as I = 0. With this assumed profile, we can express the mixing length in565
terms of the following integral566

1
⇠

2
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π 1

�1
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✓
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+ I
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2
� I
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⌘

6
. (3.2)567

We wish to motivate here the choice of choosing two different methods to quantify the mixing568
length in experiments and simulations. In the experimental case, only the threshold-base569
approach can be employed, due to the impossibility of performing accurate measurements570
within the mixing region. Simulations, by contrast, allow for an accurate determination of571
the concentration field in the domain. Numerical threshold-based measurements of mixing572
length, however, exhibit a behaviour that is more sensitive to local flow conditions. Pioneering573
fingers produce deviations in the growth of the mixing region measured in this way, which574
on the one hand results in a higher pre-factor (i.e., closer to the experimental measurements),575
and on the other hand give an unclear asymptotic trend. When the integral definition is used576
for the mixing length, the long-term scaling is well captured.577

The dimensionless mixing length scaled with respect to ✓ is shown for experiments578
(colorbar) and simulations (legend) in figure 8. Simulations are presented for both the579
regular bead pattern (solid lines) and the perturbed bead pattern (dotted lines) as shown580
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Figure 9: Snapshots of the concentration field from some of the simulations.

profiles collapse, suggesting a self-similar development at this stage, and agree well with the383
analytic solution for a diffusing interface shown by the dashed black line. Once the Rayleigh-384
Taylor instability develops and saturates, the dynamics are controlled by a balance between385
the buoyancy driving and the friction provided by the porous medium. We therefore expect386
the buoyancy velocity scale * as defined in (2.6) to play an important role in the spread387
of the solute. Indeed, by plotting the mean concentration against the rescaled dimensionless388
coordinate I/*C, we observe further self-similar behaviour, with ⇠ remaining close to a389
linear profile within the mixing layer.390
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Figure 1: (a) Sketch of the domain with explicit indication of the boundary conditions (no flux of mass or
solute through the horizontal walls) and domain dimensions in horizontal (!) and vertical (�) directions.
The reference frame (G, I) as well as the initial position of the interface (red dashed line) are indicated, with
the heavy fluid (density d0, concentration⇠ = ⇠0) initially lying on top of the lighter one (dF ,⇠ = 0). (b) In
the experiments, a transparent medium consisting of monodisperse beads and fluids of different colours are
used. (c) In the simulations, the geometry consists of an array of spheres (diameter 3) fully saturated with
fluid. The fluid carrying the solute moves thought the spheres.

2.1.1. Dimensionless parameters229

In the present flow configuration, several dimensionless parameters control the system,230
which may be grouped in three-main categories: medium parameters (Darcy number), fluid231
parameters (Schmidt number) and flow parameters (Rayleigh, Rayleigh-Darcy, Peclet and232
Reynolds numbers).233

We consider a simplified configuration in which the medium is homogeneous and isotropic.234
Assuming the structure obtained from the sphere packing as an isotropic and homogeneous235
medium, it can be fully described by two global quantities, namely porosity and permeability.236
The porosity, q, represents the ratio between the volume of fluid and the total volume (fluid237
+ solid) of the domain considered, and therefore it varies between q = 0 (pure solid) and238
q = 1 (pure fluid). The permeability, : , quantifies the ability of the porous matrix to allow a239
fluid to flow through it. For a given the geometry of the medium, the Darcy number240

Da = :/�2 (2.2)241

quantifies the relative dimension of the microscopic pore-scale (
p
:) and the macroscopic242

length-scale (�) (Hewitt 2020). This is the dimensionless parameter that fully describes the243
medium properties in the present configuration.244

The dimensionless parameter that quantifies the fluid properties is the Schmidt number, a245
measure of the ratio of momentum diffusivity (kinematic viscosity, `/d>) to mass diffusivity246
(⇡) defined as247

Sc =
`

d0⇡
. (2.3)248

The dimensionless flow parameters and the relevant flow scales are obtained by combining249
domain, medium and fluid properties. A possible velocity scale of the flow is the buoyancy250
velocity251

* =
6�d:
`

, (2.4)252

which is obtained at the equilibrium between driving forces (6:�d) and viscous dissipation253

7

through the medium (`). Multiple length scales are effective in this problem. One can consider254
as a reference length scale the distance ✓ over which advection and diffusion balance (Slim255
2014)256

✓ =
q⇡

*

. (2.5)257

Possible alternatives consists of the characteristic bead size (sphere diameter, 3) or the258
domain height (�). We will see that each of these scales is relevant in different phases of the259
dissolution process. Solutal convection in pure fluids is characterized by the competing effect260
of convection (solute-induced density differences) and dissipation (diffusion and viscosity).261
The relative importance of these contributions is measured by the concentration Rayleigh262
number based on the domain size (Ra) or the diameter of the spheres (Ra3), respectively263

Ra =
6�d�3

`⇡

, Ra3 =
6�d33

`⇡

= Ra

✓
3

�

◆3
. (2.6)264

These parameters include convection and dissipation, but do not consider the presence of265
the medium, which has a stabilizing effect on convection due to the additional friction on266
the surface of the pores. The ratio of the strength of these contributions is estimated by the267
Rayleigh-Darcy number268

Ra
⇤ =

6�d:�
`q⇡

=
*�

q⇡

=
�

✓

=
Ra Da

q

. (2.7)269

We remark that the concentration Rayleigh number [Eq. (2.6)] and the Rayleigh-Darcy270
number [Eq. (2.7)] are linked to the porous medium properties via the Darcy number271
[Eq. (2.2)] and the porosity. Finally, two more flow parameters are used to determine whether272
the flow can be modelled as a Darcy flow or not. Following (Hewitt 2020), the flow can273
be considered as a Darcy-type if the length scale of the flow structures is much greater274
than the representative volume over which the quantities are averaged, which is obtained275
for (i) viscous forces dominating over inertia at the pore-scale, and (ii) length scale of the276
convective flow large compared to the pore size. These hypotheses are verified if277

Re =
Ra

⇤
Da

1/2

(2

⌧ 1 , Pe = Ra
⇤
Da

1/2 ⌧ 1, (2.8)278

with Re and Pe the pore-scale Reynolds number and the Peclet number, respectively. In this279
study, only a few experiments (and no simulations) fall in the Darcy case, and the relative flow280
dynamics will be discussed later in §3. Note that in this definition of Pe it is assumed that the281

pore-scale length used as a length-scale for Pe is
p
 . An alternative choice consists of using282

3, which would produce larger values of Pe (by a factor of approx. 7.5 in this configuration).283
The flow scales of the experiments are listed in table 1, while the dimensionless parameters284

parameters corresponding to present experiments and simulations is reported in table 2.285

2.2. Experiments286

The experiments are performed with the aid of a thick Hele-Shaw cell filled with monodis-287
perse beads and saturated with two fluids of different density in an unstable configuration.288
The parameters that can be varied are the density difference between the fluids, �d, and the289
diameter of the beads, 3. Combining these parameters one can determine the flow reference290
scales, namely ✓ and *. A summary of the experiments performed is reported in table 1.291
We will discuss the experimental setup and the measurement procedure (§2.2.1), the fluid292
properties (§2.2.2) and the porous medium properties (§2.2.3).293
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dynamics will be discussed later in §3. Note that in this definition of Pe it is assumed that the281

pore-scale length used as a length-scale for Pe is
p
 . An alternative choice consists of using282

3, which would produce larger values of Pe (by a factor of approx. 7.5 in this configuration).283
The flow scales of the experiments are listed in table 1, while the dimensionless parameters284

parameters corresponding to present experiments and simulations is reported in table 2.285

2.2. Experiments286

The experiments are performed with the aid of a thick Hele-Shaw cell filled with monodis-287
perse beads and saturated with two fluids of different density in an unstable configuration.288
The parameters that can be varied are the density difference between the fluids, �d, and the289
diameter of the beads, 3. Combining these parameters one can determine the flow reference290
scales, namely ✓ and *. A summary of the experiments performed is reported in table 1.291
We will discuss the experimental setup and the measurement procedure (§2.2.1), the fluid292
properties (§2.2.2) and the porous medium properties (§2.2.3).293
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Figure 13: Dimensionless mean scalar dissipation rate over dimensionless time obtained from numerical
simulations. Dashed line indicates the diffusive evolution derived in Eq. (3.9).

boundaries) or the volume-averaged squared concentration, h⇠2i. To relate these quantities,686
we consider the advection-diffusion equation (2.15). Following the procedure described in687
De Paoli et al. (2019a), we multiply each term by ⇠, and we integrate over the domain688
volume. After some algebraic manipulations, considering the boundary conditions and the689
incompressibility of the flow, we obtain an exact relation between the volume averaged690
squared concentration and the mean scalar dissipation:691

mC h⇠2i = �2j, (3.5)692

which will be used in the following to describe the evolution of the dissipation rate.693

3.4.1. Diffusive regime694

We now consider the volume-averaged scalar dissipation rate over time for all the simulations695
performed, reported in figure 13. A natural length scale to be used to analyse the results during696
the diffusive regime is ✓, defined in (2.5), and therefore time is scaled with q✓/*. In this697
frame, all simulations nicely collapse onto to the same curve in the initial diffusive phase,698
and we provide in the following an analytical description of the mixing process.699

The fluid is initially motionless, with a step-like concentration field. As a result, one700
can neglect any velocity contribution and assume that the concentration field is uniform in701
horizontal direction. It follows that the initial development, C/(q✓/*) < 3⇥103, is described702
by a purely diffusive 1-D solution, where703

⇠ =
⇠0
2


1 + erf

✓
I

2
p
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◆�
. (3.6)704

From this expression, we can derive the scalar dissipation rate by705
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FIG. 11. Scalar dissipation rate over time, with Td = d/U . Should be Rac,d not Rad

C. Dissipation rate183

Figure 11 plots the volume-averaged scalar dissipation rate over time. The initial devel-184

opment before 10Td is well described by a purely diffusive 1-D solution, where185

C = C0 +
∆C

2
erf

(
z√
2κt

)
. (32)

From this expression, we can derive the scalar dissipation rate by

∂zC =
∆C

2
√
πκt

exp

(
− z2

2κt

)
(33)

⇒ χ = κ〈|∇C|2〉 = κ

H

∫ ∞

−∞
|∂zC|2dz =

√
κ

8πt

(∆C)2

H
(34)

At later times, we can provide an estimate for the dissipation rate by considering that186

dissipation only takes place within the mixing layer. The volume-averaged dissipation rate187

can therefore be written as188

χ = κ〈|∇C|2〉 = κ
Lm

H
〈|∇C|2〉ML, (35)

where 〈·〉ML denotes an average value across the mixing layer. By assuming that the con-189

vective fingers stretch the interface around the mixing layer, we can approximate the mean190
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Figure 13: Dimensionless mean scalar dissipation rate over dimensionless time obtained from numerical
simulations. Dashed line indicates the diffusive evolution derived in Eq. (3.9).

boundaries) or the volume-averaged squared concentration, h⇠2i. To relate these quantities,686
we consider the advection-diffusion equation (2.15). Following the procedure described in687
De Paoli et al. (2019a), we multiply each term by ⇠, and we integrate over the domain688
volume. After some algebraic manipulations, considering the boundary conditions and the689
incompressibility of the flow, we obtain an exact relation between the volume averaged690
squared concentration and the mean scalar dissipation:691
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performed, reported in figure 13. A natural length scale to be used to analyse the results during696
the diffusive regime is ✓, defined in (2.5), and therefore time is scaled with q✓/*. In this697
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scalar gradients in the mixing layer as the diffusive solution (33) at the interface, that is191

|∇C| ≈ ∆C

2
√
πκt

. (36)

Combining this approximation with the result of figure 5 that Lm ≈ 2Ut, we arrive at the192

estimate193

χ ≈ κ
2Ut

H

(∆C)2

4πκt
=

1

2π

Ud(∆C)2

H
. (37)

This estimate proves to be an overestimate in figure 11. The overestimation is not a great194

surprise since, in the frame of the interface, the approximation given by (36) is the maximum195

gradient rather than the average over a certain scale.196

1. Modelling of dissolution regimes: d-scaling197

Mean scalar dissipation made dimensionless with U(∆C)2/H is defined as χ∗. Time made198

dimensionless with d/U is t∗. In dimensionless terms, the diffusive regime is characterized199

by:200

χ∗
diff =

1√
8π

1√
φf(φ)Rac,d

(t∗)−1/2. (38)

Similarly, the maximum value of scalar dissipation is201

χ∗
max =

1

2π
. (39)

2. Modelling of dissolution regimes: !-scaling202

Time made dimensionless with %/U is t̂. In dimensionless terms, the diffusive regime is203

characterized by:204

χ∗
diff =

1√
8π

1√
φ
t̂−1/2. (40)

Same as De Paoli et al. [24], time defined differently, i.e. including φ. Using the definition205

of scalar dissipation of De Paoli et al. [24] and the time scaled with φ%/U , we obtain :206

χ∗
diff,2 =

φ−1

√
8π

t̂−1/2. (41)

3. Modelling of dissolution regimes: H-scaling207

Time made dimensionless with H/U is t̃. A sudden reduction of χ∗ occurs for t̃ = 1, which208

is approximately twice the time required for the fingers to reach the boundaries. Compare209

values of χ with De Paoli et al. [24]. Compute integral in time of χ if required. Model210

shutdown using models of Hewitt et al. [25], Hidalgo et al. [26].211
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1/2L is the maximum 
value of dissipation. 

Model shown starting 
from G/(D/I)=1.
Time is also increased 
by D/I to account for 
initial condition.
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Figure 13: Dimensionless mean scalar dissipation rate over dimensionless time obtained from numerical
simulations. Dashed line indicates the diffusive evolution derived in Eq. (3.9).

boundaries) or the volume-averaged squared concentration, h⇠2i. To relate these quantities,686
we consider the advection-diffusion equation (2.15). Following the procedure described in687
De Paoli et al. (2019a), we multiply each term by ⇠, and we integrate over the domain688
volume. After some algebraic manipulations, considering the boundary conditions and the689
incompressibility of the flow, we obtain an exact relation between the volume averaged690
squared concentration and the mean scalar dissipation:691

mC h⇠2i = �2j, (3.5)692

which will be used in the following to describe the evolution of the dissipation rate.693
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performed, reported in figure 13. A natural length scale to be used to analyse the results during696
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diffusivity (D) is quantified with Schmidt number41

Sc =
µ

ρ0D
. (5)

C. Flow parameters and scales42

A possible velocity scales of the flow consists of the buoyancy velocity43

U =
g∆ρk

µ
. (6)

About the length scales, different options are possible. One can consider as a reference44

length scale the distance " over which advection and diffusion balance [9]45

" =
φD

U
. (7)

Possible alternatives consists of the characteristic bead size (sphere diameter, d) or the46

domain height (H).47

In solutal convection (i.e. when the density difference ∆ρ is obtained as a result of a
concentration difference), the flow is studied in terms of concentration Rayleigh number
based on the diamteter of the spheres (Rac,d) or the domain size (Rac,H), respectively

Rac,H =
g∆ρH3

µD
(8)

Rac,d =
g∆ρd3

µD
=Rac,H

(
d

H

)3

. (9)

The evolution of the porous layer is controlled by buoyancy, which tends to bring the fluids
in a stable configuration, and diffusion, acting to reduce local concentration gradients and
increasing the mixing of solute in the domain. The relative importance of the strength
of these contributions is estimated by the Rayleigh-Darcy number. Also in this case, the
domain height or the particle diameter can be used as reference scales, and one can obtain:

RaH =
g∆ρkH

µφD
=

UH

φD
=

H

"
(10)

Rad =
g∆ρkd

µφD
=

Ud

φD
=

d

"
=RaH

(
d

H

)
. (11)

The concentration Rayleigh numbers [Eq. (9)] and the Rayleigh-Darcy numbers [Eq. (11)]
are linked via the Darcy number [Eq. (4)] and the porous medium properties (φ, d,H) so
that:

RaH =
Rac,H DaH

φ
=Rac,H f(φ)

(
d

H

)2

(12)

Rad =
Rac,d Dad

φ
=Rac,d f(φ). (13)
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Figure 16: Model for the evolution of the interface in the convective phase. (a) The entire
domain (dimensions ! ⇥ �) is sketched for a time C within the convective regime, when
fingers have already developed. The average width of the fingers is _. At this time, the
extension of the mixing region is ⌘(C), and the interface between the fluids (red line) can be
approximated by a segmented line (blue). (b) Detail of the interfacial region. We assume
the interface (black solid line) has a finite thickness X(C), and the mixing occurs within
this region. A coordinate system is defined such that B is tangential to the interface and =

perpendicular to it.

Figure 17: Dimensionless mean scalar dissipation rate over dimensionless time obtained
from numerical simulations. Horizontal dashed line, corresponding to a dimensionless
value of 1/2c, Eq. (3.10), refers to the maximum mean dissipation rate in the convective
regime. Vertical dashed lines approximately correspond to time required for the fingers to
reach the horizontal walls of the domain, C/(�/*) = 1/2, and for the core of the domain
to be influenced by the presence of the walls, C/(�/*) = 1.

of the scalar dissipation. It is apparent that in this regime, refereed here as a shutdown regime,552
the relevant flow length scale is �. Therefore we report in figure 17 the evolution of j as a553
function of C/(�/*), and we observe that all curves nicely collapse in the late stage of the554
flow evolution.555

After the fingers impinged on the horizontal walls, the concentration field in the near-556
wall regions begins to be progressively more homogeneous. In quantitate terms, this reflects557
reduction of the local concentration gradients, and therefore of the mean scalar dissipation.558
Mixing is still ongoing, however, in the central portion of the domain, where the information559
that the walls are present has not reached yet. Approximately at time C = �/*, the core of the560
flow is affected as well, and the entire domain is nearly homogeneous in solute concentration,561
i.e., the local concentration gradients are small and the mean scalar dissipation drops. The562
overall dynamics is controlled in this case by the domain height, however geometry and563
buoyancy still play a role in determining the reduction rate of the scalar dissipation.564

7

through the medium (`). Multiple length scales are effective in this problem. One can consider254
as a reference length scale the distance ✓ over which advection and diffusion balance (Slim255
2014)256

✓ =
q⇡

*

. (2.5)257

Possible alternatives consists of the characteristic bead size (sphere diameter, 3) or the258
domain height (�). We will see that each of these scales is relevant in different phases of the259
dissolution process. Solutal convection in pure fluids is characterized by the competing effect260
of convection (solute-induced density differences) and dissipation (diffusion and viscosity).261
The relative importance of these contributions is measured by the concentration Rayleigh262
number based on the domain size (Ra) or the diameter of the spheres (Ra3), respectively263

Ra =
6�d�3

`⇡

, Ra3 =
6�d33

`⇡

= Ra

✓
3

�

◆3
. (2.6)264

These parameters include convection and dissipation, but do not consider the presence of265
the medium, which has a stabilizing effect on convection due to the additional friction on266
the surface of the pores. The ratio of the strength of these contributions is estimated by the267
Rayleigh-Darcy number268

Ra
⇤ =

6�d:�
`q⇡

=
*�

q⇡

=
�

✓

=
Ra Da

q

. (2.7)269

We remark that the concentration Rayleigh number [Eq. (2.6)] and the Rayleigh-Darcy270
number [Eq. (2.7)] are linked to the porous medium properties via the Darcy number271
[Eq. (2.2)] and the porosity. Finally, two more flow parameters are used to determine whether272
the flow can be modelled as a Darcy flow or not. Following (Hewitt 2020), the flow can273
be considered as a Darcy-type if the length scale of the flow structures is much greater274
than the representative volume over which the quantities are averaged, which is obtained275
for (i) viscous forces dominating over inertia at the pore-scale, and (ii) length scale of the276
convective flow large compared to the pore size. These hypotheses are verified if277

Re =
Ra

⇤
Da

1/2

(2

⌧ 1 , Pe = Ra
⇤
Da

1/2 ⌧ 1, (2.8)278

with Re and Pe the pore-scale Reynolds number and the Peclet number, respectively. In this279
study, only a few experiments (and no simulations) fall in the Darcy case, and the relative flow280
dynamics will be discussed later in §3. Note that in this definition of Pe it is assumed that the281

pore-scale length used as a length-scale for Pe is
p
 . An alternative choice consists of using282

3, which would produce larger values of Pe (by a factor of approx. 7.5 in this configuration).283
The flow scales of the experiments are listed in table 1, while the dimensionless parameters284

parameters corresponding to present experiments and simulations is reported in table 2.285

2.2. Experiments286

The experiments are performed with the aid of a thick Hele-Shaw cell filled with monodis-287
perse beads and saturated with two fluids of different density in an unstable configuration.288
The parameters that can be varied are the density difference between the fluids, �d, and the289
diameter of the beads, 3. Combining these parameters one can determine the flow reference290
scales, namely ✓ and *. A summary of the experiments performed is reported in table 1.291
We will discuss the experimental setup and the measurement procedure (§2.2.1), the fluid292
properties (§2.2.2) and the porous medium properties (§2.2.3).293
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1. Motivation
2. Reservoir-scale: multiphase gravity currents
3. Darcy-scale: simulations, experiments and finite-size effects
4. Pore-scale modelling and dispersion
5. Conclusions and outlook
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Conclusions and outlook
1. Convection in porous media is a multiscale and 

multiphase process
2. A combination of experiments, simulations and 

theory is required to model the flow dynamics
3. Recent developments in numerical and experimental 

capabilities enable measurements at unprecedented level 
of detail, but the parameters space is huge!

pore-scale

https://arxiv.org/abs/2310.04068

review

https://arxiv.org/abs/2310.01999
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Conclusions and outlook

Thank you for your 
attention! Questions?

Physics Today 74, 5, 68 (2021)
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High-resolution images, movies and slides are 
available upon request to m.depaoli@utwente.nl 
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